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Abstract—Recommendation systems are widely used in e-commerce applications. The engine of a current recommendation system recommends items to a particular user based on user preferences and previous high ratings. Various recommendation schemes such as collaborative filtering and content-based approaches are used to build a recommendation system. Most of current recommendation systems were developed to fit a certain domain such as books, articles, and movies. We propose a hybrid framework recommendation system to be applied on two dimensional spaces \((User \times Item)\) with a large number of Users and a small number of Items. Moreover, our proposed framework makes use of both favorite and non-favorite items of a particular user. The proposed framework is built upon the integration of association rules mining and the content-based approach. The results of experiments show that our proposed framework can provide accurate recommendations to users.

Keywords—Data Mining, Association Rules, Recommendation Systems, Hybrid Systems.

I. INTRODUCTION

In places such as Amazon and Netflix, analyzing the feedback data like ratings provides useful information for those companies and their customers at the same time. For example, Netflix analyzes the movie ratings of customers in certain ways to recommend other movies [1]. Also, Amazon can study a customer’s profile and analyze the feedback that the customer provides, to recommend books and other items to him or her. All of these kinds of recommendations are done by what is called recommendation systems. The goal of recommendation systems is to suggest items to a particular user. A user and an item are the basic entities that appear in a recommendation system. A user is a person who utilizes the recommender system providing her/his opinion (i.e., rating) about various items. Then, a user receives recommendations about new items from the system based on her/his opinion [2].

The task of recommendation systems is to predict the ratings of the items that the user has not seen or ranked before [3]. Based on that predicted rating, the recommendation system will be able to recommend other items to the user [3]. There are different approaches to recommendation systems that are used to serve in different contexts based on system needs [4]. Our work is to combine association rules mining and content-based approach to provide a framework of a hybrid recommendation system on two dimensional spaces \((User \times Item)\).

B. Our Approach

Our approach is divided into the following steps:

- The first step is to apply the Apriori algorithm to a \((User \times Item)\) matrix to generate the association rules.
- The second step is to divide the items that have been rated by users into two categories: Favorite Items and Non-Favorite Items.
- The third step is to use the generated association rules to discover the frequent itemsets of Favorite Items set and find the correlations among those items to recommend new items to a target user.
- The last step is to apply the content based approach into Non-Favorite Items set to recommend some new items to a target user.

II. BACKGROUND

A. Mining Frequent Patterns and Association Rules

Frequent patterns can be defined as patterns that appear frequently in the data set [5]. A set of items such as bread, butter, and milk that occur frequently together in a transaction is called frequent itemset [5]. Mining in a frequent itemset
allows us to discover the associations and correlations among items in large transactional data sets [5]. In general, finding all frequent itemsets and generate strong association rules are the main process of association rule mining [5].

B. The Apriori Algorithm

The Apriori algorithm is a well-known algorithm that is used for mining frequent itemsets for Boolean association rules [5]. It is an algorithm for efficient association rule discovery [6]. The algorithm was proposed by R. Agrawal and R. Srikant in 1994 [5]. The approach that is used in the the Apriori algorithm is known as a level-wise search, where \( k \)-itemsets are used to explore \((k+1)\)-itemsets [5].

C. Recommendation Systems Approaches

This section reviews the basic concepts and approaches of recommendation systems. The approaches include content-based, collaborative filtering, demographic, and hybrid approaches. The limitations of the current recommendation approaches are also described in this section.

1) Content-Based Approaches: In content-based recommendation systems, the user rates the items, and the recommender system should understand the common characteristics among the items that the user has rated in the past [3]. The system then recommends the items that have a high degree of similarity to the user's preferences and tastes [3]. For example, in a movie recommendation system, a content-based approach tries to understand the common characteristics such as actors, directors, genres, etc among the movies that the user has given high ratings in the past [3]. Then, the system recommends the movies that have a high degree of similarity to the user’s preferences [3]. A content-based approach usually deals with item profile \( \text{ItemProfile}(i) \) and user profile \( \text{UserProfile}(u) \) [3].

2) Collaborative Filtering Approaches: Collaborative filtering approaches are widely used in e-commerce [7]. They have been successful in many e-commerce applications such as Amazon and Netflix [20]. It is a popular technique used to reduce information overload [20]. Amazon recommends books to their customers using the collaborative filtering approach [3]. A recommendation system based on collaborative filtering recommends items to a particular user based on the similar items that have been rated by some other users [3]. The system finds items for other users that have similar preferences as a query user [3]. For example, in movie recommendation systems that are based on the collaborative filtering approach, the system finds a group of users that have similar preferences as a query user. Then, the system recommends the movies that they have rated highly in the past by those users to the target user [3].

Collaborative filtering approaches are grouped into two general categories [3]:

- Memory-Based Approaches: They use the entire collection of the rated items to make recommendations or predictions [3].
- Model-Based Approaches: They allow systems to learn to recognize patterns in the data sets to make recommendations or predictions [9].

3) Demographic Based Approach: A demographic-based recommender system recommends items to the user based on the user's demographic information such as gender, age, and date of birth [10]. The demographic approach puts the users into groups based on their demographic characteristics [10].

4) Hybrid Approach: The hybrid approach has been introduced to avoid the limitations of the content-based and collaborative filtering approaches [3]. Several recommendation systems combine two or more approaches to gain better performance and eliminate some of the drawbacks of the pure recommendation systems approaches [11]. Currently, many recommendation systems combine the collaborative approach with some other approaches such as content-based approach and demographic approach [12]. Combining collaborative filtering and content-based approaches is mostly used today in the industry [3]. Several studies show that recommendation systems based on hybrid approaches can provide more accurate recommendations than the pure approaches [3] that are mentioned above.

III. PROPOSED FRAMEWORK

In this section, we provide the details and description of our proposed framework. We illustrate the use of the algorithm and how it works on the context of a recommendation system.

A. Overview

We propose a hybrid recommendation framework that integrates association rule mining with a content-based approach, based on an assumption that the \((\text{User} \times \text{Item})\) space has a large number (e.g., larger than 1000) of users but a small number (e.g., less than 50) of items. We use the Apriori algorithm [5] to generate a set of association rules. The Apriori algorithm mines over the frequent sets to discover association rules. The most important parameters in the Apriori algorithm are minimum support count and minimum confidence [13]. Generated association rules play an important role in our proposed recommendation framework.

B. The Hybrid Recommendation Algorithm

Our proposed framework consists of two parts. The first part is to generate a set of association rules using the Apriori algorithm. The second part is to apply the generated association rules to recommend items for a user. Specifically, the proposed framework addresses the recommendation of \textit{Favorite} and \textit{Non-Favorite} items. For \textit{Favorite} items, the framework straightforwardly applies the generated association rules to offer recommendations for the user; for \textit{Non-Favorite} items, the framework applies a content-based approach to offer recommendations. Basically, our proposed algorithm considers all the items that are rated by a user even if the ratings are low. Below is the proposed algorithm:
1) **Association Rule Generation:** First of all, to apply our proposed algorithm, we first need to obtain the required association rules via the Apriori algorithm. The inputs of the Apriori algorithm are: the transactions file, minimum support, and minimum confidence. The transactions file in our context is basically the ratings matrix as shown in the Table I.

### Table I
**The Transactions File in the Form of a Binary Ratings Matrix**

<table>
<thead>
<tr>
<th>User/item</th>
<th>Item1</th>
<th>Item2</th>
<th>Item3</th>
<th>Item4</th>
<th>Item5</th>
<th>Item6</th>
<th>Item7</th>
<th>Item8</th>
<th>Item9</th>
<th>Item10</th>
<th>Item11</th>
<th>Item12</th>
<th>Item13</th>
<th>Item14</th>
</tr>
</thead>
<tbody>
<tr>
<td>user1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>user2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>user3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
</tr>
<tr>
<td>userm</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In the above matrix, 0 means the userm has not yet ranked the itemn. 1 means the userm has ranked the itemn. After running the Apriori algorithm, and based on the minimum support and minimum confidence, a list of strong association rules is obtained. For example, a list of association rules is shown in the Fig. 2.

2) **Favorite and Non-Favorite Item Distinction:** Once the strong association rules are generated, we will distinguish an item as either favorite or non-favorite. First, for each userm, an array of rated items by the user will be created. Then, the table will be divided into two classes, Favorite Items and Non-Favorite Items based on the ratings of the items. Rating of the items >= 3 is considered Favorite Items, and rating of the items < 3 is considered Non-Favorite Items. This information can be obtained from original ratings matrix as shown in the Table II.

### Table II
**The Original Ratings Matrix**

<table>
<thead>
<tr>
<th>User/item</th>
<th>Item1</th>
<th>Item2</th>
<th>Item3</th>
<th>Item4</th>
<th>Item5</th>
<th>Item6</th>
<th>Item7</th>
<th>Item8</th>
<th>Item9</th>
<th>Item10</th>
<th>Item11</th>
<th>Item12</th>
<th>Item13</th>
<th>Item14</th>
</tr>
</thead>
<tbody>
<tr>
<td>user1</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>user2</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>user3</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
<td>....</td>
</tr>
<tr>
<td>userm</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

The next step in our proposed algorithm is for each itemn in the Favorite Items table, we check if the itemn is in the left hand side of the generated association rules, and we check if the item that is in the right hand side is not rated by the user. Then, we can recommend the itemn to the user.

For example, the user1 has given the item1 rating of 5 which is classified as a favorite item, and the item1 is in the left hand side of the generated association rules as shown in the Fig. 2.

Next, from the favorite items table of the user1, we see that the item3 has not rated yet by the user1, and according to our proposed algorithm, we can recommend the item3 to the user1.

3) **Non-Favorite Items:** In the first part of our proposed framework, we evaluate Favorite Items that a user has seen in the past, and based on those items, the system uses an association rule mining technique to recommend new items to a user. The second part of the proposed framework is to address Non-Favorite Items that have been seen by a user. The framework evaluates those items, and it recommends new items to a user. Note that most current recommendation systems only address the items that users have highly rated in the past and recommend similar items to a target user. The current recommendation system focus on items that are the favorites of users and generally discards the non-favorite ones. Our proposed framework overcomes this limitation. For example, in the context of a movie recommendation, our framework may still recommend an action movie to a user even though the user has already rated some other action movie as a non-favorite item.

To implement this part, an item-based approach is used in our proposed framework. The technique is to find similar items to those items that are considered Non-Favorite Items. For example, if a user has watched a movie Die Hard I, and she/he did not like it. The system will find a similar movie to
the Die Hard I and recommend it to the user. The words that describe an item are the main features to decide the similarity among items. For example, to decide if two movies are similar to each other, we consider the genres of movies such as action, classic, drama etc. In our proposed framework, the genres of each movie are considered as a vector. The vector represents the genres in binary values 0 or 1. For example, the movie Toy Story can be represented as a vector with the following binary values: \((0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)\). It means that the movie Toy Story is an animation, a children, and a comedy movie.

In our proposed framework, we use Jaccard coefficient to measure the similarity between two items [8]. The Jaccard coefficient is used to compute the similarity between two binary vectors, and it is defined in the following formula [14]:

\[
Jaccard(i, j) = \frac{|S(i) \cap S(j)|}{|S(i) \cup S(j)|},
\]

where \(S\) denotes the sample set of items \(i\) and \(j\).

So, the Jaccard coefficient is defined as the size of the intersection of the sample sets of the items \(i\) and \(j\) and is divided by the size of the union of the same sample sets and items [14]. Since the Jaccard coefficient is used to measure the similarity between two binary vectors, for simplicity, it can be illustrated in the following formula [15]:

\[
Jaccard = \frac{M_{11}}{M_{01} + M_{10} + M_{11}},
\]

where \(M_{01}\) is the number of attributes where object \(i\) was 0 and object \(j\) was 1, \(M_{10}\) is the number of attributes where object \(i\) was 1 and object \(j\) was 0, \(M_{00}\) is the number of attributes where object \(i\) was 0 and object \(j\) was 0, and \(M_{11}\) is the number of attributes where object \(i\) was 1 and object \(j\) was 1 [15].

IV. EXPERIMENTS AND RESULTS

This section presents an experimental study of our proposed framework. It describes the experimental setup, presents the experiment results, and finally it summarizes our observation.

A. Dataset

We use the dataset of MovieLens, provided by GroupLens Research [16]. It is a public dataset. It consists of 100,000 movies ratings in a scale of 1-5 from 943 users on 1,682 movies. The dataset is already cleaned up. There is no need to preprocess the datasets. But, we have reformatted the dataset files to fit into our implementation of the proposed algorithm.

B. Hardware and Software

This section provides information about the hardware and software that are used to conduct the experiments.

1) Hardware:
- Processor Type: Intel Core i3 CPU
- Processor Speed: 2.53 GHz
- Available Ram: 4.00 GB

2) Software: To generate the association rules, we have used WEKA software [17]. WEKA software provides machine learning algorithms to implement several data mining tasks. It is open source software. Additionally, we used Java with Eclipse IDE [18] to implement our proposed algorithm, and to write several associated functions.

C. Validation

In the experiment, we have used five fold cross validation. When the algorithm generates an associated movie for a particular user, the rating of the movie is predicted by getting the ratings of the associated movie from other users that they have rated the movie and average the ratings.

We measure the accuracy by using two different evaluation metrics:

- **Mean Absolute Error (MAE):** Mean absolute error (MAE) is a statistical accuracy metric that is used to measure the average absolute deviation between a predicted rating and the user’s actual rating of an item [20]. MAE is widely used in evaluating the accuracy of a recommendation system [19]. MAE can be computed by the following equation:

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |p_i - r_i|
\]

where \(p_i\) is the predicted rating, \(r_i\) is the actual rating, and \(N\) is the total number of the ratings.

- **Root Mean Squared Error (RMSE):** Shani and Gunawardana [21] state that the Root Mean Squared Error (RMSE) is perhaps the most popular metric used in evaluating accuracy of predicted ratings in recommendation systems [21]. It measures the quality of predicted ratings [22]. It can be computed as the following:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (p_i - r_i)^2}
\]

D. Experiments

In this section, we illustrate the details of the experiments that are done on the proposed algorithm’s parts which are **Favorite Items** and **Non-Favorite Items**, and the results that are extracted from those experiments.
E. Experiments on Favorite Item Recommendation

In the generating association rules part, we consider each row in the ratings matrix (User $\times$ Item) as a transaction to run the Apriori algorithm and obtain the association rules. Table III shows the ratings matrix. In the above matrix, 0 means for example the user1 has not yet ranked the item3. 1 means the user1 has ranked the item1.

1) The Apriori Algorithm on the Entire Rating Matrix: To apply the Apriori algorithm on WEKA, we need to update the above binary rating matrix (Table III) to a Boolean rating matrix, as shown in Table IV. False means the movie has not rated yet, and True means the movie has rated by the user.

At the beginning of this experiment, we tried to run the Apriori algorithm on the entire dataset that contains 943 users and 1,682 items. The WEKA crashed and failed to produce any association rules due to a lack of memory issue. The Apriori algorithm scans the database each time that the algorithm mines association rules due to a memory issue. The Apriori algorithm in WEKA software with parameters of 50% minimum support count, 90% confidence, and 50,000 rules. WEKA crashed, and it was not able to produce the association rules due to a memory issue. To solve the problem, we reduced the number of rules to 5,000. WEKA was able to produce the 5,000 association rules. But, the FALSE value dominated the results of the association rules, and it provided irrelevant information.

The reason for getting this irrelevant information is because of the sparsity of the data in the ratings matrix (User $\times$ Item). As we mentioned earlier in the literature review chapter, the total number of ratings is important in the recommendation systems. To provide accurate recommendations, a sufficient number of ratings should exist in the system [3]. Therefore, and to reduce the rate of sparsity, we generated a training dataset with items (movies) that were rated by at least 320 users. This operation produced 12 items, and the number of users was kept the same 943. WEKA was able to produce 16 rules that were considered relevant information.

2) Results: The ratings matrix (User $\times$ Item) with 943 users and 12 items (that have been rated by at least 320 users) has been used in this experiment for all five fold cross validation. When the algorithm generates an associated movie (recommended movie) for a particular user, the rating of the movie is predicted by getting the ratings of the associated movie from other users who have rated the movie and average the ratings. In most cases, the computed-predicted ratings will be decimal numbers (e.g. 3.7256), and the actual ratings that are provided by the users are positive integers. This can cause variation in the results. Therefore, we have evaluated the results in three different cases:

- Case I: Evaluate the results of the computed-predicted ratings in decimal form directly.
- Case II: Apply the ceiling function to the predicted ratings and evaluate them.
- Case III: Apply the floor function to the predicted ratings and evaluate them.

The Table V shows the results of the computed-predicted ratings in decimal form. The Table VI shows the results after applying the floor function to the computed-predicted ratings. The Table VII shows the results after applying the ceiling function to the computed-predicted ratings.

<table>
<thead>
<tr>
<th>User/Item</th>
<th>item1</th>
<th>item2</th>
<th>item3</th>
<th>item4</th>
<th>item5</th>
<th>item6</th>
<th>item7</th>
<th>item8</th>
<th>item9</th>
<th>item10</th>
<th>item11</th>
<th>item12</th>
</tr>
</thead>
<tbody>
<tr>
<td>user1</td>
<td>True</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>user2</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>user3</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>user4</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>user5</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>user6</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>user7</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>user8</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>user9</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>user10</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>user11</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>user12</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
</tr>
</tbody>
</table>

Now, we can summarize the results on the following table (Table VIII) and chart (Fig. 3).
From the chart and table above, it clearly appears that the predicted ratings in decimal form provide more accurately-predicted ratings.

**F. Experiments on Non-Favorite Items Recommendation**

To implement the second part of our proposed framework, we consider the attributes that describe the item. Each movie is described by its genre. The genre of each movie represents the attributes that describe the item. Each movie is represented as a vector. The Table IX shows how we represent a movie based on its genre.

In the experiment, we had 19 attributes that represent the genres of each movie: Unknown, Action, Adventure, Animation, Children, Comedy, Crime, Documentary, Drama, Fantasy, Film-Noir, Horror, Musical, Mystery, Romance, Sci-Fi, Thriller, War, and Western. For each movie that is in the Non-Favorite Items category of a user, we applied the Jaccard coefficient to measure the similarity between the movie that was not liked (in the Non-Favorite Items category) by a user and other movies that have not been seen yet, and return most similar movies to the user.

1) Results: In this experiment, we have used five fold cross validation, and we used the same evaluating measures in the Favorite Items part. We repeated the experiment with each training and test dataset. The predicted ratings of the returned list of similar movies are computed using the same Favorite Items part. The following tables (Table X, Table XI, and Table XII) show the results after applying the Jaccard coefficient with similarity of 50 % and up among the movies.

![Image](58x110 to 279x248)

**Fig. 3.** The results of the evaluation of the three cases
experiment on Non-Favorite Items from the table (Table XIII) and chart (Fig. 4) show the predicted ratings in decimal form, which provides more accurate predicted ratings than the other floor and ceiling functions.

V. OBSERVATIONS

From the experiments that we have conducted, we observed the following points:

- The Apriori algorithm is not efficient to work on two-dimensional space (User × item) with a large number of items in the space. The algorithm takes insufficient time to generate the association rules.
- When the item space contains a large number of items, the Apriori algorithm can generate many association rules that are irrelevant to the user.
- In a machine with a limited memory size and a huge dimensional space, software like WEKA will not be able to generate the association rules due to the memory issue.
- The proposed algorithm works well and fits on two-dimensional spaces (User × item) with items that are significantly fewer than users. Thus, we can apply our algorithm on two-dimensional space such as (Student × Course), (Tourist × VacationPlace), or (Person × Restaurant).
- The computed-predicted ratings as decimal numbers provide more accurately-predicted ratings.

VI. CONCLUSION

Our research has proposed a hybrid framework recommendation system to be applied on two-dimensional spaces (User × Item) with a large number of Users and a small number of Items. Our proposed framework makes use of both favorite and non-favorite items of a particular user. The proposed framework is built upon the integration of association rules mining and the content-based approach. Our proposed framework is divided into two parts: In the first part, we evaluate Favorite Items that a user has seen in the past, and based on those items, the system uses association rules mining technique to recommend new items to a user. The second part of the proposed framework is to consider Non-Favorite Items that a user has seen before, and apply item-based approach to find similar items to those in the Non-Favorite Items category. We have done experiments on the proposed algorithm’s part which are Favorite Items and Non-Favorite Items, and the results that are extracted from those experiments show that our proposed framework can provide accurate recommendations to users.
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