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Abstract—Vegetation affects the mean and turbulent flow structure. It may increase flood risks and sediment transport. Therefore, it is important to develop analytical approaches for the bed shear stress on vegetated bed, to predict resistance caused by vegetation. In the recent years, experimental and numerical models have both been developed to model the effects of submerged vegetation on open-channel flow. In this paper, different analytic models are compared and tested using the criteria of deviation, to explore their capacity for predicting the mean velocity and select the suitable one that will be applied in real case of rivers. The comparison between the measured data in vegetated flume and simulated mean velocities indicated, a good performance, in the case of rigid vegetation, whereas, Huthoff model shows the best agreement with a high coefficient of determination (R²=80%) and the smallest error in the prediction of the average velocities.
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I. INTRODUCTION

The development of vegetation in river plays an important role in the flow structure of open channels and may increase flood risks and sediment transport [1], [2]. Thus, an understanding of vegetated flows is necessary to control floods and the ecosystem of the stream [3]. The mean velocity may be useful in the estimation of shear velocities and the bed shear stresses. It is the key factors in estimating the bed load transport and the related scour, deposition, entrainment and bed changes in rivers. For non-vegetation, Velocity distribution is related directly to the bed shear stress; while, for vegetated flow, it’s related to the vegetation drag because the vegetation roughness is much larger than the river bed roughness [4].

The effects of vegetation on flow have been studied over the last decades by laboratory experiments with rigid cylinder, flexible vegetation prototypes and natural vegetation [5]. As a result, different experiments in laboratory flumes have been carried out [6]-[10] and several vegetation-resistance methodologies have been proposed to model the effects of vegetation on open-channel flow. Such relations exist that relate the average flow velocity to the hydraulic roughness (Chézy, Darcy-weisbach, Manning, Strickler, Keulegan). However, these relations were not derived to describe the complex interactions of vegetation with flow. These empirical formulas are useful only for describing the resistance of the deeply submerged vegetation [11]. Therefore, new approaches have been derived based on vegetation characteristics (vegetation height h_p, density of vegetation m, diameter of plant stems D, drag coefficient C_D), instead of using a constant roughness coefficient using analytical models. Most of these relationships adopted a two-layer model [12]-[17]. In this approach, the flow domain was divided into two layers, a “vegetation layer” through the vegetation and “the surface layer” surface layer above it (Fig. 1). The flow in each of the two layers was described separately. The logarithmic flow velocity profile is adopted for solving the velocity above the vegetation, and the momentum equation within the vegetated layer. The continuity of the velocity and the shear stress between the two layers is ensured by boundary conditions at the interface. The average velocity (U) over the total depth is given by combination between the mean velocity flow inside (U_1) and above the vegetation (U_2) [12], [18], [10].

![Fig. 1 Velocity profile within and above vegetation](image)

However, the wide variety of vegetation types and hydrodynamic conditions considered in these works make it difficult to compare the results and draw general conclusions. In this context, this study aims to understand and determine the range of validity and applicability of some analytical models in the predicting of the mean flow velocity through submerged vegetation and select the most adequate model. These models are validated using measurement data in flume with rigid vegetation.

II. THEORETICAL BACKGROUND


In the vegetated layer, [11] proposed an analytical expression for the velocity distribution. This method based on...
the momentum equation for the vegetation layer assuming uniform steady flow and using the Boussinesq concept, to describe the shear stress. The analytic solution of this momentum equation gives the velocity distribution in the vegetated layer. The bottom shear stress is neglected behind the vegetation shear stress.

In the surface layer, the velocity follows a logarithmic profile that was derived using Prandtl’s mixing length theory. The connection between the boundary conditions at the interface ensures the continuity of the velocity and the shear stress between the two layers, and allows the determination of the logarithmic law parameters and the mean velocity in the surface layer.

The average velocity over the total depth \( U \) is given by:

\[
U = \frac{h}{h_i} U_i
\]

where \( U \) is the average velocity over the total depth, \( U_i \) is the mean velocity in the vegetation layer, \( h \) is the water depth (m) and \( h_i \) is the vegetation height (m).

Reference [11] determined the total average velocity through submerged vegetation is given by:

\[
U = \frac{h}{h_i} U_i + \frac{(h-h_b)}{h_i} U_2
\]

where \( U \) is the total average velocity through submerged vegetation flow inside \( U_i \) and above the vegetation \( U_2 \):

\[
U = \frac{h}{h_i} U_i + \frac{(h-h_b)}{h_i} U_2
\]

\[
\frac{2}{\sqrt{2A}} \left( C_3 h^\frac{1}{2} + u_0 \right) + \frac{u_0}{\sqrt{2A}} \ln \left( \frac{C_3 h^\frac{1}{2} + u_0}{u_0 - u_0} \right)
\]

\[
A = \frac{m D C_0}{2 \alpha}
\]

\[
u_0 = \frac{2 \mu}{C_0 m D}
\]

\[
\kappa = 1.6 h_i^{0.7}
\]

\[
B. \text{ Stone and Shen Model [12]}
\]

Using scaling assumption and laboratory data for submerged rigid vegetation, [12], derived an analytical expression for the total average velocity \( U \) over the total depth and it’s given by:

\[
U = \frac{2g}{C_0 m D} \ln \left[ \frac{1}{4} \pi h^2 m \right] \left( \frac{h}{h_p} \right)
\]

\[
m \text{ is the density of vegetation (m}^{-2}) \), \( D \text{ is the diameter of plant stems (m)} \), \( C_0 \text{ is the drag coefficient) and } \alpha \text{ is a closure parameter derived from experimental data. The constants } C_3 \text{ follow from boundary conditions, } h \text{ is the water depth (m) and } h_p \text{ is the vegetation height (m) and } i \text{ is the energy gradient. } u_0 \text{ is the characteristic constant flow velocity in non-submerged vegetation.}
\]

\[
u_0 = \frac{2 \mu}{C_0 m D}
\]

\[
\kappa = \text{ Von Karman’s constant (0.41), } h \text{ is the distance between the vegetation top and the surface layer virtual bed (m) and } z_0 \text{ is the length scale for bed roughness of the surface layer (m).}
\]

\[
C. \text{ Van Velzen Model [13]}
\]

In the vegetation layer, [13] assumed uniform velocity in the vegetation layer and it’s defined by:

\[
U_i = \frac{2g}{C_0 m D}
\]

The flow in the surface layer is described by a logarithmic term:

\[
U = U_i + 18 \left( \frac{h-h_b}{h_i} \right) \log \left( \frac{12(h-h_b)}{k_0} \right)
\]

Then the total average velocity through submerged vegetation is given by:

\[
U = U_i + 18 \left( \frac{h-h_b}{h_i} \right) \frac{1}{h} \log \left( \frac{2(h-h_b)}{k_0} \right)
\]

\[
K_0 \text{ is the roughness height and it’s given by the empirical function:}
\]

\[
k_0 = 1.6 h_i^{0.7}
\]

\[
D. \text{ Baptist Model [14]}
\]

Baptist model is based on an analytical solution of the momentum balance of flow through and over vegetation, using the Boussinesq’s eddy viscosity approach to determine the Reynolds stress \( \tau \) and the mixing-length theory for the eddy viscosity [14].

The expression of the velocity in the vegetation layer is given by:

\[
U_i = \frac{1}{h_i} \left[ 2 \left( u_0 \right) - \left( \frac{u_0 + u_0}{h_i} \right) \left( \frac{u_0 + u_0}{h_i} \right) \right]
\]

where, \( i \) is the energy gradient, \( h \) is the water depth (m). \( h_b \) is the vegetation height (m), \( u_0 \) is the characteristic constant
flow velocity in non-submerged vegetation, \( L \) is the length scale (m), \( a_c \) is the integration constant.

\[
u_{10} = \sqrt{\frac{2g}{C_{d}mD}} \quad (11)
\]

\[
L = \frac{C_{p}mD}{\sqrt{C_{0}mD}} \quad (12)
\]

\[
a_c = \frac{2Lg(h-h_{p})}{C_{p}\exp(h_{p}/l)} \quad (13)
\]

The coefficient \( C_p \) is the turbulent intensity, height – averaged over the vegetation height, \( h_p \) and \( l \) is the mixing length.

For the surface layer, Prandtl’s mixing length concept is adopted, and the mean velocity is given by:

\[
u = \frac{1}{h} \left[ \frac{h}{z_0} \ln\left( \frac{h}{z_0} \right) - (h-h_{p}) \right] \quad (14)
\]

where \( d \) is the zero-plane displacement (m), which is located at distance from the bed inside the vegetation and \( z_0 \) is the roughness length.

**E. Huthoff Model [15]**

Reference [15] derived an analytical expression for the flow velocity through and over vegetation. In the vegetation layer, the mean velocity is given by:

\[
u_i = \frac{h}{h_{p0}} \quad (15)
\]

\( h \) is the water depth (m) and \( h_{p0} \) is the vegetation height (m), \( v_{r0} \) is the depth-averaged flow velocity in the resistance layer for emergent resistance elements:

\[
u_{r0} = \sqrt{2bg} \quad (16)
\]

\( b \) is the drag length:

\[
b = \frac{1}{C_{d}mD} \quad (17)
\]

\( m \) is the density of vegetation (m⁻²), \( D \) is the diameter of plant stems (m), \( C_{d} \) is the drag coefficient, \( g \) is the acceleration due to gravity (m/s²).

In the upper layer, the velocity is given by:

\[
U_2 = \nu_{10} \left[ \frac{h}{h_{p}} \right]^{2/3} \left( 1 - \frac{h}{h_{p}} \right)^{-5} \quad (18)
\]

with, \( s \) is the separation between individual resistance elements:

\[
s = \frac{1}{\sqrt{m}} \cdot D \quad (19)
\]

The expression for the average velocity of the entire flow depth becomes:

\[
U = \nu_{10} \left[ \frac{h}{h} \right] + \frac{1}{h} \left[ \frac{h}{h_{p}} \right] \ln\left( \frac{h}{h_{p}} \right) - \left( \frac{h}{h_{p}} \right)^{2/3} \left( \frac{h}{h_{p}} \right)^{-5} \quad (20)
\]

**F. Yang and Choi Model [16]**

Reference [16] used the two layer approach to determine the velocity profile. The velocity is assumed to be uniform in the vegetation and it has been determined by applying a momentum balance. In the upper layer, the velocity profile follows a logarithmic distribution.

The equation of the velocity in the vegetation layer (\( U_1 \)) is given by:

\[
u_i = \sqrt{2gh_i} \quad (21)
\]

In the upper layer, the expression of the velocity (\( U_2 \)) is given by:

\[
u_2 = \frac{C_w \nu_{r0} \left[ \frac{h}{h_{p}} \ln\left( \frac{h_{p}}{h_{p0}} \right) - 1 \right]}{\kappa} + U_i \quad (22)
\]

with \( \nu_{r0} \) is the shear velocity.

The average velocity over the total depth (\( U \)) is given by combination between the mean velocity flow inside (\( U_1 \)) and above the vegetation (\( U_2 \)):

\[
U = \nu_{r0} \left[ \frac{h}{h_{p}} \ln\left( \frac{h_{p}}{h_{p0}} \right) - 1 \right] + U_i \quad (23)
\]

where \( a \) is the density vegetation (m⁻¹), \( \kappa \) is Von Karman’s constant (0.41) and \( C_{\mu} \) is a constant (\( C_{\mu}=1 \) for \( a \leq 5 \) m⁻¹, \( C_{\mu}=2 \) for \( a > 5 \) m⁻¹).

**III. ANALYTIC MODELS COMPARISON**

The use of experimental data flume available in the literature (Table I), concerning the free surface flow in presence of rigid vegetation, allows the verification of the validity and the ability of these models in predicting the mean velocity.

The verification is determined due to a comparison between the measured and simulated mean velocities using the criteria of deviation (the mean error \( E \), the Mean Absolute Error (MAE), the Root-Mean Square Error (RMSE), the Coefficient of determination (\( R^2 \)) and the standard deviation of the mean error (\( \sigma \)).

\[
E = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\text{measured value} - \text{calculated value}}{\text{measured value}} \right) \quad (24)
\]
MAE = \frac{1}{N} \sum_{i=1}^{N} |\text{measured value} - \text{calculated value}| \quad (25)

\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\text{measured value} - \text{calculated value})^2} \quad (26)

|TABLE I|

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Number of experiments</th>
<th>h(m)</th>
<th>$h_p$(m)</th>
<th>D(m)</th>
<th>C D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference [20]</td>
<td>6</td>
<td>0.368-0.23</td>
<td>0.07-0.14</td>
<td>0.0064</td>
<td>42-388</td>
</tr>
<tr>
<td>Reference [6]</td>
<td>12</td>
<td>0.854-0.164</td>
<td>0.12</td>
<td>0.0064</td>
<td>42-384</td>
</tr>
<tr>
<td>Reference [23]</td>
<td>8</td>
<td>0.05-0.095</td>
<td>0.045</td>
<td>0.0015</td>
<td>2500</td>
</tr>
<tr>
<td>Reference [24]</td>
<td>36</td>
<td>1.98-2.5</td>
<td>0.9-1.5</td>
<td>0.008</td>
<td>64-256</td>
</tr>
<tr>
<td>Reference [19]</td>
<td>20</td>
<td>0.073-0.108</td>
<td>0.038</td>
<td>0.0064</td>
<td>3-108</td>
</tr>
<tr>
<td>Reference [12]</td>
<td>92</td>
<td>0.151-0.315</td>
<td>0.124</td>
<td>0.0127</td>
<td>481</td>
</tr>
<tr>
<td>Reference [21]</td>
<td>5</td>
<td>0.6</td>
<td>0.12</td>
<td>0.004</td>
<td>67-1072</td>
</tr>
<tr>
<td>Reference [22]</td>
<td>24</td>
<td>0.088-0.467</td>
<td>0.07-0.139</td>
<td>0.006</td>
<td>250-800</td>
</tr>
</tbody>
</table>

IV. MEASURED AND PREDICTED MEAN VELOCITY COMPARISON

The comparison between the measured and simulated mean velocities by different analytical models using data of rigid vegetation is summarized in the Table II. A High value of $R^2$ and a low value of MAE, RMSE and $\sigma$ indicate the good performance of the model. Most descriptors show a good performance. However, Baptist model performs less well, with a low value of $R^2$ (26 %) and High value of (MAE, RMSE and $\sigma$). The model of Huthoff shows the best agreement with a
high coefficient of determination (80%).

In general, river models are used to set a safety standard, so, it is very important that a method can predict higher velocities as accurate as possible. Therefore, graphs are presented with the mean error between the predicted and measured velocities for each model to investigate under which circumstances the model shows the largest/smallest errors (Fig. 2).

For smaller velocities, more data sets were available. However, the difference in performance of the different descriptors is small. For higher velocities, the prediction of the mean velocities by the different models indicates an under-estimation or over-estimation.

The model of Huthoff shows the smallest error in the prediction of the average velocities. Huthoff model is more adequate in the prediction of the high velocity than the other models (a velocity ≤ 0.8 m/s) and that’s very import for flood management. Only for a very low density of vegetation, this model shows an underestimation (Fig. 3).

The following figure shows a comparison between the measured mean velocities and calculated by the model of Huthoff:

FIG. 3 Measured and calculated mean velocity by [15] model in the case of rigid vegetation

V. CONCLUSION

The verification of the capacity of different analytic models in the prediction of the mean velocity is determined due to a comparison between the measured and simulated mean velocities. This comparison is done through the calculation of the deviation ‘s criteria (the mean error E, the Mean Absolute Error (MAE), the Root-Mean Square Error (RMSE), the Coefficient of determination (R²) and the standard deviation of the mean error (σ) and the graphs of mean error.

Most descriptors show a good performance in the case of submerged and rigid vegetation. However, Huthoff model shows the best agreement with a high coefficient of determination (80%). Only, in the case of sparse vegetation, this model indicates an under estimation. That could be explained by the neglect of the bed roughness effect.

In perspective, we will include the model of Huthoff in a computer code (telemac 2D) to predict the mean velocity in flow through submerged vegetation. We will apply the new model in real cases (rivers).
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