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Abstract—This paper presents a methodology using Gravitational Search Algorithm for optimal placement of Phasor Measurement Units (PMUs) in order to achieve complete observability of the power system. The objective of proposed algorithm is to minimize the total number of PMUs at the power system buses, which in turn minimize installation cost of the PMUs. In this algorithm, the searcher agents are collection of masses which interact with each other using Newton’s laws of gravity and motion. This new Gravitational Search Algorithm based method has been applied to the IEEE 14-bus, IEEE 30-bus and IEEE 118-bus test systems. Case studies reveal optimal number of PMUs with better observability by proposed method.
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I. INTRODUCTION

SEVERAL decisions are taken on the basis of available measurements in day to day operation and control of power systems. Introduction of phasor measurement units (PMUs) have facilitated time synchronized measurements of voltage and current signals facilitating real time synchronized measurements [1], [2]. The present and possible future applications of phasor measurement units have been well documented in [3]. As technology advances, the time frame of synchronized information has been steadily reduced from minutes to microseconds. However, determination of locations of PMUs in the system in order to get desired measurements with least number is a challenging job. For the dynamic view of power grid, synchrophasor measurement is the most important real time measuring device.

Several algorithms and approaches have been published in the literature for the optimal PMU placement (OPP) in power system. Initial work on PMU development and utilization has been reported by [2]-[4]. An algorithm which finds the minimal set of PMU placement needed for power system has been developed in [5], [6] where the graph theory and simulated annealing method have been used to achieve the goal. In [7] a strategic PMU placement algorithm is developed to improve the bad data processing capability of state estimation. Providing selected buses with PMUs can make the entire system observable. This will only be possible by proper placement of PMUs among the system buses. The authors in [8]-[13] developed an optimal placement algorithm for PMUs by using integer linear programming. In [13], author proposed binary integer programming for the OPP which provide the suitable constrained for the power systems with two adjacent injection measurements. In [14]-[16], a genetic algorithm is used to find out the optimal locations of PMUs. Reference [16] is a combination of Immunity algorithm and genetic algorithm. In [17], a tabu search method is proposed for the OPP problem in which augment incidence matrix is used for the observability analysis of PMU. A recursive tabu search method is suggested in [18] which is more superior than multiple tabu search. In [19], [20], a binary search method is proposed to find the minimum placement of PMUs.

In [21], authors presented a binary particle swarm optimization (PSO) methodology for optimal placement of PMUs when using a mixed measurement set. A modified binary PSO algorithm is suggested in [22] for optimal placement of PMUs for state estimation. In [23], author used an iterated local search method to minimize the size of the PMU configuration needed to observe the power system network. Authors in [24] proposed the multi-objective problem of PMU placement and used non-dominated sorting differential evolution algorithm based on pareto non-dominated sorting. An unconstrained nonlinear weighted least square algorithm is developed in [25] for OPP problem. In [26], OPP technique is proposed on the basis of the cost/benefit analysis.

A new heuristic Gravitational Search Algorithm (GSA) has been proposed in this investigation to minimize the number of PMUs in a power system. The Gravitational Search Algorithm is based on the Newton’s Law of Gravity and mass interactions [27]. GSA has been found high quality performance in solving different optimization problems in the literature [28]-[30]. In GSA, agents are considered as objects and their performance is measured by their masses. The heavy masses correspond to good solutions and move more slowly and conversely light masses correspond to poor solutions and move toward heavy masses much faster [27]. The objective of proposed algorithm is to minimize the total number of PMUs at the power system buses, which minimize installation cost of the PMUs.

The paper is organized as follows: Section II gives the details of PMU technology in Power Systems and Section III states the problem of minimum PMU placement in the power system. Section IV explains the brief discussion of the GSA and presented the optimal PMU placement (OPP) by using GSA. Finally test results are given in Section V, and Section VI concludes the paper.
II. PMU TECHNOLOGY IN POWER SYSTEM

Phasor measurement technology was developed near the end of 1980s and the first product appeared in the market in the early 1990s. Phasor Measurement Units (PMUs) are used for Wide-Area Measurement System (WAMS) applications by power engineers and system operators as a time-synchronized tool. The PMUs measure time-synchronized voltage and current phasors that are time-stamped with high precision. They are equipped with Global Positioning Systems (GPS) receivers that allow the synchronization of the several readings taken at distant points. The PMUs at different buses send the data, through communication channels, to Phasor Data concentrators (PDC) and then PDC send that data to the control center for advance applications for power system control and protection, and for other applications, as shown in Fig. 1.

PMU-based measurements support real-time measurements of voltage and incident current phasors at observable system buses. The voltage phasors contain enough information to detect voltage-stability margin directly from their measurements.

III. OPTIMAL PMU PLACEMENT (OPP) PROBLEM

The OPP formulation based topological observability method finds a minimal set of PMUs such that a bus must be reached at least once by the PMUs. The optimal placement of PMUs for an N bus system is formulated as follows [9]:

\[
\text{Min } \sum_{i=1}^{N} w_i x_i \tag{1}
\]

Subject to, \( AX \geq b \)

\[
X = [x_1, x_2, \ldots, x_N]^T \tag{2}
\]

where, \( N \) is total number of system buses, \( w_i \) is weight factor accounting to the cost of installed PMU at bus \( i \), \( A \) is binary connectivity matrix of the system, \( X \) is a binary variable vector having elements \( x_i \) define possibility of PMUs on a bus \( i \) whose entries are defined as (3) and \( AX \) is a vector such that its entries are non-zero if the corresponding bus voltage is observable using the given measurement set and according to observability rules mentioned above. It ensures full network observability while minimizing the total installation cost of the PMUs, otherwise its entries are zero.

\[
x_i = \begin{cases} 
1 & \text{if a PMU is needed at bus } i \\
0 & \text{otherwise}; 
\end{cases} \tag{3}
\]

The entries in \( A \) are defined as follows:

\[
a_{ij} = \begin{cases} 
1 & \text{if } i = j \\
1 & \text{if } i \text{ and } j \text{ are connected} \\
0 & \text{otherwise} 
\end{cases} \tag{4}
\]

and \( b \) is a vector whose entries are all ones as shown in (5).

\[
b = [1 \ 1 \ \ldots \ 1]^T \tag{5}
\]

After getting the optimal number of PMUs, expression for total observability \( (O_{total}) \) is taken from [11].

IV. GRAVITATIONAL SEARCH ALGORITHM (GSA)

Gravitational search algorithm is a stochastic algorithm that uses the concept of gravity and laws of motion to provide a suitable solution for an optimization problem. It is a well known fact that any two particles in the universe attract each other by a gravitational force directly proportional to the product of their masses and inversely proportional to the distance between them [27]. In GSA this concept is utilized along with the laws of motion, where agents are considered as objects and their performance is measured by their masses with gravitational force acting as a mode of communication between them.

A review of Newton’s gravitational laws can gives a better understanding of GSA. Newton’s first law of gravity can be stated mathematically as:

\[
F = G \frac{M_i M_j}{R^2} \tag{6}
\]

where, \( G \) is gravitational constant, \( F \) is the magnitude of the gravitational force, \( M_i \) and \( M_j \) are the masses of the 1st and 2nd particle respectively, and \( R \) is the distance between the two particles. Newton’s second law says that a force applied to a particle is equal to the product of its mass and the particle acceleration \( (Ac) \). Mathematically:

\[
Ac = \frac{v}{M} \tag{7}
\]

Both of the above mentioned laws can be rewritten as

\[
F_{ij} = G \frac{M_{ij} \times M_{ji}}{R^2} \tag{8}
\]

\[
Ac_i = \frac{F_{ij}}{M_{ij}} \tag{9}
\]

where \( M_{ij} \) represents the active gravitational mass \( ( \text{It is a measure of the strength of the gravitational field due to a particular object} ) \) of particle \( j \) and \( M_{ji} \) represents the passive gravitational mass \( ( \text{It is a measure of the strength of an object’s interaction with the gravitational field} ) \) of particle \( i \) and \( F_{ij} \), gravitational force that acts on mass \( i \) by mass \( j \), is proportional to the product of the active gravitational mass of \( j \) and passive gravitational mass of \( i \), and inversely proportional to the square of distance \( R \) between them. Also \( Ac_i \) (acceleration) is proportional to \( F_{ij} \) and inversely proportional to \( M_{ij} \) inertial mass \( ( \text{It is a measure of an object resistance to change in its state of motion when a force is applied}) \) of particle \( i \).
Now, consider a system with Q agents (masses). We define the position of the i\textsubscript{th} agent by:

\[ X_i = (x_i^1, ..., x_i^d, ..., x_i^n) \]  \hspace{1cm} \text{for } i=1,2,3,...,Q \tag{10} \]

where \( x_i^d \) represents the position of \( i\text{th} \) agent in the \( d\text{th} \) dimension. At a specific time ‘\( t \)’, the force acting on mass ‘\( i \)’ from mass ‘\( j \)’ can be defined as following:

\[ F_{ij}^d = G(t) \frac{M_{ai} \times M_{pj}}{R_{ij}(t)^2} \left( x_i^d(t) + x_j^d(t) \right) \] \hspace{1cm} \text{where, } i=1,2,3,...,Q \tag{11} \]

where \( M_{ai} \) is the active gravitational mass of agent \( i, \) \( M_{pj} \) the passive gravitational mass of agent \( j, \) \( G(t) \) the gravitational constant at time \( t, \) \( R_{ij}(t) \) is the Euclidean distance between two agents \( i \) and \( j. \)

The total force acting on the \( i\text{th} \) agent \( (F_{i}(t)) \) is calculated as follows:

\[ F_i(t) = \sum_{j \in \text{best}_t, j \neq i} \text{rand}_{j} F_{ij}^d(t) \] \hspace{1cm} \text{where rand}_j \text{ is a random number in the interval [0, 1] and } k_{best} \text{ is the set of first } K \text{ agents with the best fitness value and biggest mass.} \tag{12} \]

Furthermore, the next position and the next velocity of an agent can be calculated as follows:

\[ v_i^d(t + 1) = \text{rand}_{i} \times v_i^d(t) + A \text{c}_i^d(t) \] \hspace{1cm} \text{where } A \text{c}_i^d(t) = \frac{v_i^d(t)}{M_{ai}(t)} \tag{13} \]

\[ x_i^d(t + 1) = x_i^d(t) + v_i^d(t + 1) \] \hspace{1cm} \text{where } \text{rand}_{i} \text{ is a uniform random variable in the interval [0, 1].} \tag{15} \]

The gravitational constant \( G \) is initialized at the beginning of problem and will be decreased with time to control the search accuracy [27].

\[ G(t) = G_0 e^{-\alpha t} \] \hspace{1cm} \text{where } \alpha \text{ is a user specified constant, } t \text{ is the current iteration and } T \text{ is the total iterations.} \tag{16} \]

The detail procedure to apply the GSA based on Newton’s Law of Gravity and Mass interactions for solving the OPP problem is as follow:

Step 1. Read bus data and line data of the test system.
Step 2. Obtain the connectivity matrix (A).
Step 3. Initialize GSA parameters \( T, Q, G_0, \) and \( \alpha. \)
Step 4. Identify the search space.
Step 5. Generate initial population between minimum and maximum values of the control variables.
Step 6. The fitness values of each agent in the population are calculated for the OPP problem.
Step 7. Based on fitness value, update \( G(t), \) best \( (t), \) worst \( (t) \) and \( M_{i}(t) \) for \( i=1,2,\ldots,Q \)
Step 8. Calculation of total force in different directions using (12).
Step 9. Acceleration of each agent is modified using (13).
Step 10. The velocity and position of each agent is updated using (14) and (15) respectively.
Step 11. Repeat steps 6-10 until the stop criterion is reached.
Step 12. Stop

V. CASE STUDY

The proposed formulation has been tested on IEEE 14-bus, IEEE 30-bus and IEEE 118-bus systems. In this paper, a simple case of power system has been applied to check the performance of proposed algorithm. The single line diagrams of IEEE 14-bus and IEEE 30-bus test systems obtained from DigSILENT software are shown in Figs. 2 and 3 respectively. The simulations are executed on a computer having the following configuration: Intel core i7 CPU @ 3.40 GHz, 4 GB RAM.

Table I shows the chosen values of the parameters for the GSA used for the OPP problem solution. These values have been arrived at by various trials of OPP solutions on all the system tested. The values listed in Table I produced best performance in terms of finding the optimal solution and computational time.

\[ M_{ai} = M_{pt} = M_{t} = M_{i} \] \hspace{1cm} \text{where, } i=1, 2, 3, ..., Q \tag{17} \]

\[ m_i(t) = \frac{f(t)-\text{worst}(t)}{\text{best}(t)-\text{worst}(t)} \] \hspace{1cm} \text{with } \text{best}(t) \text{ and worst}(t) \text{ in the population of agents respectively indicate the strongest and the weakest agent according to their fitness and can be defined as follows:} \tag{18} \]

For a minimization problem:

\[ \text{best}(t) = \min_{j=1,...,Q} f_{j}(t) \] \hspace{1cm} \text{and } \text{worst}(t) = \max_{j=1,...,Q} f_{j}(t) \tag{20} \]

\[ \text{worst}(t) = \min_{j=1,...,Q} f_{j}(t) \] \hspace{1cm} \text{and } \text{best}(t) \text{ and worst}(t) \text{ in the population of agents respectively indicate the strongest and the weakest agent according to their fitness and can be defined as follows:} \tag{19} \]

For a minimization problem:

\[ \text{best}(t) = \min_{j=1,...,Q} f_{j}(t) \] \hspace{1cm} \text{and } \text{worst}(t) = \max_{j=1,...,Q} f_{j}(t) \tag{21} \]
Table II shows the optimal number of PMUs and their locations which provide the full observability of power network. The convergence of GSA algorithm for IEEE 14-bus, IEEE 30-bus and IEEE 118-bus test systems by proposed method have been shown in Fig. 4. A steep decline in objective function value is observed in Fig. 4. It is observed from Fig. 4 that the GSA converged in ten iterations for IEEE 14-bus system and suggested four PMUs for observability of the system. Similarly IEEE 30-bus and IEEE 118-bus system converged in forty iterations and forty seven iterations and suggests ten PMUs and thirty two PMUs respectively.

Table II

<table>
<thead>
<tr>
<th>System configuration</th>
<th>Minimum no. of PMUs</th>
<th>Optimal PMU Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE 14-bus</td>
<td>4</td>
<td>2, 6, 7, 9</td>
</tr>
<tr>
<td>IEEE 30-bus</td>
<td>10</td>
<td>2, 4, 6, 9, 10, 12, 15, 19, 25, 27</td>
</tr>
<tr>
<td>IEEE 118-bus</td>
<td>32</td>
<td>3, 5, 9, 11, 12, 17, 21, 25, 28, 34, 37, 41, 45, 49, 52, 56, 62, 63, 68, 70, 71, 76, 79, 85, 86, 89, 92, 96, 100, 105, 110, 114</td>
</tr>
</tbody>
</table>

Table III

Comparison of Obtained Results by Several Methods

<table>
<thead>
<tr>
<th>Test System</th>
<th>IEEE 14-Bus</th>
<th>IEEE 30-Bus</th>
<th>IEEE 118-Bus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method</td>
<td>4</td>
<td>10</td>
<td>32</td>
</tr>
<tr>
<td>Generalized ILP [10]</td>
<td>4</td>
<td>10</td>
<td>--</td>
</tr>
<tr>
<td>Binary Search Algorithm [19]</td>
<td>4</td>
<td>10</td>
<td>--</td>
</tr>
<tr>
<td>WLS [25]</td>
<td>4</td>
<td>10</td>
<td>32</td>
</tr>
</tbody>
</table>

Table IV

Comparison of Obtained Results on the Basis of Each Bus Observability for IEEE 30-Bus

<table>
<thead>
<tr>
<th>Observability of each bus</th>
<th>Total observability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method [10]</td>
<td>13141511331312211211</td>
</tr>
<tr>
<td>Proposed method [19]</td>
<td>23131411331312211211</td>
</tr>
<tr>
<td>Proposed method [25]</td>
<td>1111131121111111</td>
</tr>
</tbody>
</table>
VI. CONCLUSION

This paper has proposed a Gravitational Search method for solving OPP problem, which minimizes the total number of PMUs for the complete observability of the power system. The method was applied on IEEE 14-bus, IEEE 30-bus and IEEE 118-bus test systems and its results are compared with other methods reported in the literature. The simulation results and fast convergence time indicate that the proposed algorithm satisfactorily provides observable system measurements with minimum number of PMUs. The observability of proposed method was found to be better than other methods.
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