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Abstract—Stratified double extreme ranked set sampling (SDERSS) method is introduced and considered for estimating the population mean. The SDERSS is compared with the simple random sampling (SRS), stratified ranked set sampling (SRSS) and stratified simple set sampling (SSRS). It is shown that the SDERSS estimator is an unbiased of the population mean and more efficient than the estimators using SRS, SRSS and SSRS when the underlying distribution of the variable of interest is symmetric or asymmetric.
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I. INTRODUCTION

Noone denies the importance and the benefit of ranked set sampling method which was first proposed by McIntyre [11] for estimating the mean pasture and forage yields, and without proving he claimed that \( \overline{X}_{RSS} \) is an unbiased estimator for the population mean \( \mu \). His method was developed and modified by many authors. Takahasi and Wakimoto [16] have established an accurate mathematical theory of ranked set sampling and they get the same results. Dell and Clutter [9] showed that the mean of the RSS is an unbiased estimator of the population mean, whatever or not there are errors in ranking. Samawi et al. [14] investigated the variety of extreme ranked set sample (ERSS) for estimating the population mean. Samawi [13] introduced the stratified ranked set sample method for estimating the population mean. Al-Saleh and Al-Kadiri [5] introduced double ranked set sampling for estimating the population mean. Samawi [15] suggested double extreme ranked set sample with application to regression estimator. Jemain et al. [10] suggested multistage extreme ranked set samples for estimating the population mean and they showed that the efficiency of the mean estimator using MERSS can be increased for specific value of the mean \( \mu \) is an unbiased of the population mean and more efficient than the estimators using SRS, SRSS and SSRS when the underlying distribution of the variable of interest is symmetric or asymmetric.

The stratified double extreme ranked set sampling (DERSS) is described as:

Step 1. Identify \( n^1 \) elements from the target population and divide these elements randomly into \( n^2 \) sets each of size \( n \) elements.

Step 2. For each set in step 2, if the sample size is even, select from the first \( \frac{n^2}{2} \) sets the smallest ranked unit, and from the second \( \frac{n^2}{2} \) sets the largest ranked unit. If the sample size is odd, select from the first \( \frac{n(n-1)}{2} \) sets choose the smallest ranked unit, and from the next \( n \) sets choose the median of each set, and from the other \( \frac{n(n-1)}{2} \) sets choose the largest ranked unit. This step yields \( n \) sets each of size \( n \).

Step 3. Apply the ERSS procedure again on the sets obtained from Step (2) to obtain a DERSS of size \( n \).

The cycle can be repeated \( m \) times if needed to get a sample of size \( mn \) units.

Step 4. If the double extreme ranked set sample is used in each stratum, the whole procedure is described as stratified double extreme ranked set sampling (SDERSS).
To illustrate the method, let us consider the following example, which combines an even and an odd sample size in two strata.

**Example 1:** Suppose we have two strata, \( h = 1, 2 \), and in the first stratum we have 64 elements divided into 16 sets, 4 elements in each set, and in the second stratum we have 27 elements divided into 9 sets, 3 elements in each set, as the following:

**Stratum (1):** Assume the 64 elements are

\[
\{ x_{11}, x_{12}, \ldots, x_{41}, x_{42}, \ldots, x_{44} \}.
\]

After ranking the elements in each set we obtain

\[
\begin{align*}
S_1 &= \{ x_{11}^{(1)}, x_{12}^{(1)}, x_{13}^{(1)}, x_{14}^{(1)} \}, \\
S_2 &= \{ x_{11}^{(2)}, x_{12}^{(2)}, x_{13}^{(2)}, x_{14}^{(2)} \}, \\
S_3 &= \{ x_{11}^{(3)}, x_{12}^{(3)}, x_{13}^{(3)}, x_{14}^{(3)} \}, \\
S_4 &= \{ x_{11}^{(4)}, x_{12}^{(4)}, x_{13}^{(4)}, x_{14}^{(4)} \}.
\end{align*}
\]

We will apply the ERSS on each of the 16 elements to get four sets as:

- **Set (1):** \( S_1 = \{ x_{11}^{(1)}, x_{12}^{(1)}, x_{13}^{(1)}, x_{14}^{(1)} \} \).
- **Set (2):** \( S_2 = \{ x_{11}^{(2)}, x_{12}^{(2)}, x_{13}^{(2)}, x_{14}^{(2)} \} \).
- **Set (3):** \( S_3 = \{ x_{11}^{(3)}, x_{12}^{(3)}, x_{13}^{(3)}, x_{14}^{(3)} \} \).
- **Set (4):** \( S_4 = \{ x_{11}^{(4)}, x_{12}^{(4)}, x_{13}^{(4)}, x_{14}^{(4)} \} \).

After ranking the elements in each set we obtain

\[
\begin{align*}
S'_1 &= \{ x_{11}^{(1)^*}, x_{12}^{(1)^*}, x_{13}^{(1)^*}, x_{14}^{(1)^*} \}, \\
S'_2 &= \{ x_{11}^{(2)^*}, x_{12}^{(2)^*}, x_{13}^{(2)^*}, x_{14}^{(2)^*} \}, \\
S'_3 &= \{ x_{11}^{(3)^*}, x_{12}^{(3)^*}, x_{13}^{(3)^*}, x_{14}^{(3)^*} \}, \\
S'_4 &= \{ x_{11}^{(4)^*}, x_{12}^{(4)^*}, x_{13}^{(4)^*}, x_{14}^{(4)^*} \}.
\end{align*}
\]

We apply ERSS again on the 16 elements in ERSS to get the elements of the double extreme ranked sample in the first stratum (\( h = 1 \)), \( X_{(1)}, X_{(2)}, X_{(3)}, X_{(4)} \).

**Stratum (2):** Assume the 27 elements are

\[
\{ y_{11,}, y_{12}, \ldots, y_{31}, y_{32}, \ldots, y_{33} \}.
\]

After ranking the elements in each set we obtain

\[
\begin{align*}
S''_1 &= \{ y_{11}^{(1)}, y_{12}^{(1)}, y_{13}^{(1)}, y_{14}^{(1)} \}, \\
S''_2 &= \{ y_{11}^{(2)}, y_{12}^{(2)}, y_{13}^{(2)}, y_{14}^{(2)} \}, \\
S''_3 &= \{ y_{11}^{(3)}, y_{12}^{(3)}, y_{13}^{(3)}, y_{14}^{(3)} \}.
\end{align*}
\]

We will apply ERSS on each of the nine elements to get three sets as:

\[
\begin{align*}
S''_1 &= \{ y_{11}^{(1)}, y_{12}^{(1)}, y_{13}^{(1)} \}, \\
S''_2 &= \{ y_{11}^{(2)}, y_{12}^{(2)}, y_{13}^{(2)} \}, \\
S''_3 &= \{ y_{11}^{(3)}, y_{12}^{(3)}, y_{13}^{(3)} \}.
\end{align*}
\]

These sets after ordering will be denoted as:

\[
\begin{align*}
S''_1 &= \{ y_{11}^{(1)^*}, y_{12}^{(1)^*}, y_{13}^{(1)^*} \}, \\
S''_2 &= \{ y_{11}^{(2)^*}, y_{12}^{(2)^*}, y_{13}^{(2)^*} \}, \\
S''_3 &= \{ y_{11}^{(3)^*}, y_{12}^{(3)^*}, y_{13}^{(3)^*} \}.
\end{align*}
\]

If we apply ERSS again on the 9 elements in the sets \( S''_1, S''_2, S''_3 \), we will get the elements of the double extreme ranked set sample in the second stratum (\( h = 2 \)), \( y_{11}^{(1)^{**}}, y_{12}^{(1)^{**}}, y_{13}^{(1)^{**}} \).

So the elements of SDERSS are

\[
\{ X_{(1)}, X_{(2)}, X_{(3)}, X_{(4)}, y_{11}^{(1)^{**}}, y_{12}^{(1)^{**}}, y_{13}^{(1)^{**}} \}.
\]

**III. NOTATIONS AND SOME BASIC RESULTS**

Al-Saleh and Al-Kadiri [2] studied the double ranked set sampling, and they showed that if \( X_{(i)}^{(*)}, i = 1, 2, \ldots, n \) are elements of DRSS with mean \( \mu_i^{(*)} \) and variance \( \sigma_i^{(*)} \), then

\[
\mu = \frac{1}{n} \sum_{i=1}^{n} \mu_i^{(*)} \quad \text{and} \quad \sigma^2 = \frac{1}{n} \left[ \sum_{i=1}^{n} \sigma_i^{(*) 2} + \sum_{i=1}^{n} (\mu_i^{(*)} - \mu)^2 \right].
\]

Assume that the variable of interest \( X \) has density \( f(x) \) and cumulative distribution function \( F(x) \), with mean \( \mu \) and variance \( \sigma^2 \). Let \( X_{i1}, X_{i2}, \ldots, X_{in}, \ldots, X_{21}, X_{22}, \ldots, X_{2n}, \ldots, X_{m1}, X_{m2}, \ldots, X_{mn} \) be \( n \) independent simple random samples each of size \( n \). Let \( X_{i1}, X_{i2}, \ldots, X_{in} \) be the order statistics of the \( i \)-th sample \( X_{i1}, X_{i2}, \ldots, X_{in}, \quad i = 1, 2, \ldots, n \).

Now, based on DERSS, if the sample size \( n \) is even, we replace the ordered statistics \( X_{i1}, X_{i2}, \ldots, X_{in} \) by \( X_{i1}, X_{i2}, \ldots, X_{in}, X_{i(n)^*}, \ldots, X_{i(n)^*}, \) and if the sample size \( n \) is odd, we replace the ordered statistics \( X_{i1}, X_{i2}, \ldots, X_{in} \) by \( X_{i1}, X_{i2}, \ldots, X_{in}, X_{i(n)^*}, X_{i(n+1)^*}, \ldots, X_{i(n+1)^*}, \) which are independent but not identically distributed random variables, where \( X_{i(n)^*} \) is the minimum of the \( i \)-th sample, \( X_{i(n+1)^*} \) is the median of the \( i \)-th sample and \( X_{i(n)^*} \) is the maximum of the \( i \)-th sample in DERSS.
Now, using SDERSS if the sample size $n$ is even, we replace the ordered statistics $X_{h(1)}, X_{h(2)}, \ldots, X_{h(n_h)}$ $(i = 1, 2, \ldots, n_h)$ and stratum $h$ $(h = 1, 2, \ldots, L)$ by $X_{\frac{h-1}{2}(1)}, \ldots, X_{\frac{h-1}{2}(n_h)}, X_{\frac{h+1}{2}(1)}, \ldots, X_{\frac{h+1}{2}(n_h)}$, and if the sample size $n_h$ is odd, we replace the ordered statistics $X_{h(1)}, X_{h(2)}, \ldots, X_{h(n_h)}$ $(i = 1, 2, \ldots, n_h)$ and stratum $h$ $(h = 1, 2, \ldots, L)$ by $X_{\frac{h-1}{2}(1)}, \ldots, X_{\frac{h-1}{2}(n_h)}, X_{\frac{n_h+1}{2}(1)}, \ldots, X_{\frac{n_h+1}{2}(n_h)}$, which are independent but not identically distributed random variables, where $X_{\frac{h-1}{2}(1)}$ is the minimum of the $i$th sample in $h$th stratum, $X_{\frac{h-1}{2}(n_h)}$ is the median of the $i$th sample in $h$th stratum and $X_{\frac{n_h+1}{2}(1)}$ is the maximum of the $i$th sample in $h$th stratum. Let $F_{h(i)}(x)$ be the distribution function of the $i$th order statistic $X_{h(i)}$ based on a random sample of size $n_h$ from a distribution $F_h(x)$ in stratum $h$. Then

$$F_{h(i)}(x) = \frac{1}{B[i, n_h-1]} \int_0^x u^{i-1}(1-u)^{n_h-i} \, du = B_{n_h}[F_h(x)], \quad -\infty < x < q,$$

where $B_{n_h}$ is the Beta distribution with parameters $(i, n_h-i+1)$, and the beta function is $B(\alpha, \beta) = \frac{\Gamma(\alpha) \cdot \Gamma(\beta)}{\Gamma(\alpha + \beta)}$, where $\Gamma(\alpha) = (\alpha - 1)!$. The mean and the variance of $X_{h(i)}$, respectively, are given by

$$\mu_{h(i)} = \int_{-\infty}^{q} x \cdot f_{h(i)}(x) \, dx$$

and

$$\sigma^2_{h(i)} = \int_{-\infty}^{q} (x - \mu_{h(i)})^2 \cdot f_{h(i)}(x) \, dx.$$ 

The suggested estimator of the population mean using SDERSS is defined as

$$\bar{X}_{\text{SDERSS}} = \sum_{h=1}^{L} \frac{W_h}{N_h} \int_{-\infty}^{q} x \cdot f_{h(i)}(x) \, dx,$$

where $W_h = N_h/N$, $N_h$ is the stratum size and $N$ is the total population size.

The variance of $\bar{X}_{\text{SDERSS}}$ for even and odd sample size is given, respectively by

$$\text{Var}(\bar{X}_{\text{SDERSS}}) = \sum_{h=1}^{L} \frac{W_h^2}{N_h^2} \left[ \sum_{i=1}^{n_h} \sigma^2_{h(i)} + \frac{n_h}{2} \sigma^2_{hi(n)} \right]$$

if $n_h$ is even

and

$$\text{Var}(\bar{X}_{\text{SDERSS}}) = \sum_{h=1}^{L} \frac{W_h^2}{N_h^2} \left[ \sum_{i=1}^{n_h-1} \sigma^2_{h(i)} + \sigma^2_{hi(n)} + \frac{n_h}{2} \sigma^2_{hi(n)} \right]$$

if $n_h$ is odd

**Lemma 1.** Let $X_{\frac{h-1}{2}(1)}, \ldots, X_{\frac{h-1}{2}(n_h)}, X_{\frac{n_h+1}{2}(1)}, \ldots, X_{\frac{n_h+1}{2}(n_h)}$, where $i = 1, 2, \ldots, n_h$ and $h = 1, 2, \ldots, L$ be SDERSS with even sample size. Let $X_h$ be a continuous random variable in stratum $h$, with pdf $f_h(x)$, cdf $F_h(x)$, mean $\mu_h$ and variance $\sigma^2_h$. Let $X_{\frac{h-1}{2}(1)}^*$ be the minimum of $X_{h(1)}, X_{h(2)}, \ldots, X_{h(n_h)}^*$, with cdf $F_{h(1)}^*(x)$, and $X_{\frac{n_h+1}{2}(1)}^*$ be the maximum of $X_{h(1)}, X_{h(2)}, \ldots, X_{h(n_h)}^*$, with cdf $F_{h(n_h)}^*(x)$, then:

1. $F_{h(n_h)}^*(x) = 1 - \left[ 1 - F_h(x) \right]^{n_h}$, and $F_{h(n_h)}^*(x) = \left[ F_h(x) \right]^{n_h}$.

2. $F_{h(1)}^*(x) = n_h^2 \left[ 1 - F_h(x) \right]^{n_h-1} f_h(x)$, and $F_{h(n_h)}^*(x) = n_h^2 \left[ F_h(x) \right]^{n_h-1} f_h(x)$.

**Proof:** To prove (1),

$$F_{h(n_h)}^*(x) = \frac{1}{B[i, n_h-1]} \int_{0}^{q} u^{i-1}(1-u)^{n_h-i} \, du = B_{n_h}[F_h(x)].$$

For $i = 1$, we get $F_{h(1)}^*(x) = B_{n_h}[F_h(x)] = 1 - \left[ 1 - F_h(x) \right]^{n_h} = 1 - \left[ 1 - F_h(x) \right]^{n_h}.$

and

$$F_{h(n_h)}^*(x) = \frac{1}{B[i, n_h-1]} \int_{0}^{q} u^{i-1}(1-u)^{n_h-i} \, du = B_{n_h}[F_h(x)].$$

For $i = n_h$, we get $F_{h(n_h)}^*(x) = B_{n_h}[F_h(x)] = 1 - \left[ 1 - F_h(x) \right]^{n_h}.$

Part (2) of Lemma (1) can be proved by taking the first derivative of part (1), respectively.

**Lemma 2.** Suppose that the population distribution is symmetric, then $\mu_{h(1)} = \mu_{h(n_h)} = 2 \mu_h$ and $\sigma^2_{h(1)} = \sigma^2_{h(n_h)}$.

**Proof:** By using the facts that $f_h(-x) = f_h(x)$ and $F_h(-x) = 1 - F_h(x)$, and the results of Lemma 1, it will lead us to the result.
Lemma 3. $\overline{X}_{SDERSS}$ is an unbiased estimator of a symmetric population mean.

Proof. We have two cases:
First: If the sample sizes in the strata $n_h$, $h=1,2,\cdots,L$ are even, we have

$$
\overline{X}_{SDERSS} = \sum_{k=1}^{L} \frac{1}{n_h} \left( \sum_{i=1}^{n_h} X_{ki}^{*} + \sum_{i=2}^{n_h} X_{ki(h)}^{*} \right)
$$

$$
E\left(\overline{X}_{SDERSS}\right) = E \left\{ \sum_{k=1}^{L} \frac{1}{n_h} \left( \sum_{i=1}^{n_h} X_{ki}^{*} + \sum_{i=2}^{n_h} X_{ki(h)}^{*} \right) \right\}
= \sum_{k=1}^{L} \frac{1}{n_h} \sum_{i=1}^{n_h} E(X_{ki}^{*}) + \sum_{i=2}^{n_h} E(X_{ki(h)}^{*})
= \sum_{k=1}^{L} \frac{1}{n_h} \sum_{i=1}^{n_h} \mu_k^{*} + \sum_{i=2}^{n_h} \mu_{k(h)}^{*}
$$

Since the distribution is symmetric about $\mu$, then $\mu_k^{*} + \mu_{k(h)}^{*} = 2 \mu_k^{*}$. Therefore,

$$
E\left(\overline{X}_{SDERSS}\right) = \left( \sum_{k=1}^{L} \frac{1}{n_h} \sum_{i=1}^{n_h} \mu_k^{*} \right) = \mu \cdot
$$

It was shown by [2] that

$$
\mu_k = \frac{1}{n_h} \sum_{i=1}^{n_h} \mu_k^{*}.
$$

E\left(\overline{X}_{SDERSS}\right) = \left( \sum_{k=1}^{L} \frac{1}{n_h} \sum_{i=1}^{n_h} \mu_k^{*} \right) = \mu.
$$

Second: If the sample sizes in the strata $n_h$, $h=1,2,\cdots,L$ are odd, we have

$$
E\left(\overline{X}_{SDERSS}\right) = E \left\{ \sum_{k=1}^{L} \frac{1}{n_h} \left( \sum_{i=1}^{n_h} X_{ki}^{*} + \sum_{i=2}^{n_h} X_{ki(h)}^{*} \right) \right\}
= \sum_{k=1}^{L} \frac{1}{n_h} \sum_{i=1}^{n_h} E(X_{ki}^{*}) + \sum_{i=2}^{n_h} E(X_{ki(h)}^{*})
= \sum_{k=1}^{L} \frac{1}{n_h} \sum_{i=1}^{n_h} \mu_k^{*} + \sum_{i=2}^{n_h} \mu_{k(h)}^{*}
$$

Since the distribution is symmetric about the $\mu$, then we have $\mu_k^{*} + \mu_{k(h)}^{*} = 2 \mu_k^{*}$, and the mean = median. Therefore,

$$
E\left(\overline{X}_{SDERSS}\right) = \sum_{k=1}^{L} \frac{1}{n_h} \left( \frac{n_h-1}{2} \mu_k^{*} + \mu_{k(h)}^{*} + \frac{n_h-1}{2} \mu_k^{*} \right)
= \sum_{k=1}^{L} \frac{1}{n_h} \left( \frac{n_h-1}{2} \mu_k^{*} + \mu_{k(h)}^{*} + \mu_k^{*} \right)
= \sum_{k=1}^{L} \frac{1}{n_h} \left( \frac{n_h-1}{2} (2 \mu_k) + \mu_k \right)
= \frac{1}{n_h} \sum_{k=1}^{L} \mu_k = \mu.
$$

Lemma 4. If the distribution is symmetric about $\mu$, then $Var(\overline{X}_{SDERSS}) < Var(\overline{X}_{SRS})$.

Proof. If the sample sizes in the strata $n_h$, $h=1,\cdots,L$ are even, the variance of $\overline{X}_{SRS}$ is

$$
Var(\overline{X}_{SDERSS}) = \sum_{k=1}^{L} \frac{1}{n_h} \sum_{i=1}^{n_h} \sigma_k^{*2} + \sum_{i=2}^{n_h} \sigma_{k(h)}^{*2}
$$

Nevertheless, $\sigma_k^{*2} < \sigma_k^2$ for each stratum $h=1,2,\cdots,L$, this implies

$$
Var(\overline{X}_{SDERSS}) = \sum_{k=1}^{L} \frac{1}{n_h} \sigma_k^{*2} < \sum_{k=1}^{L} \frac{1}{n_h} \sigma_k^2 = Var(\overline{X}_{SRS}) < Var(\overline{X}_{SRS}).
$$

The proof in case of odd sample sizes is similar.

Example 2: For the uniform distribution with parameters $\alpha$ and $\beta$, $U(\alpha, \beta)$, the probability density function and the cumulative distribution function are defined as

$$
f(x) = \begin{cases} 
\frac{1}{\beta - \alpha}, & \alpha < x < \beta \\
0, & \text{otherwise}
\end{cases}
$$

and

$$
F(x) = \begin{cases} 
\frac{x - \alpha}{\beta - \alpha}, & \alpha \leq x < \beta \\
1, & x \geq \beta
\end{cases}
$$

The mean and the variance are given, respectively by

$$
\mu = \frac{\alpha + \beta}{2}, \text{ and } \sigma^2 = \frac{(\beta - \alpha)^2}{12}.
$$

Now, for $U(0, \beta)$, the mean and the variance, respectively are

$$
\mu = \frac{\beta}{2}, \text{ and } \sigma^2 = \frac{\beta^2}{12}.
$$

From [6], formula for the variance of $X_{ki}^{*}$ and $X_{k(h)}^{*}$ which are equal since the distribution is symmetric about the mean, for stratum $h$ in case of even sample size, can be defined as
Case 1. The efficiency of $\overline{X}_{SDERSS}$ relative to $\overline{X}_{SRS}$. Now, the variance of SDERSS in case of even sample size can be calculated as

$$Var\left(\overline{X}_{SDERSS}\right) = \frac{\sum_{k=1}^{L} W_k^2}{n} \left( \sum_{i=1}^{n} Var\left(X_{i(k)}\right) + \sum_{i=1}^{n} Var\left(X_{i(k)}\right) \right)$$

$$= \frac{\sum_{k=1}^{L} W_k^2}{n} \left( \sum_{i=1}^{n} n_{i}\beta^2 \left( \frac{n_{i}}{2} + 1 \right) \right)$$

The variance of SSRS for $U(0, \beta)$ is defined as

$$Var\left(\overline{X}_{SRS}\right) = \frac{\sum_{k=1}^{L} W_k^2}{n} \cdot \sigma_{SRS}^2 = \sum_{i=1}^{n} \frac{W_k^2}{n} \cdot \beta^2$$

The efficiency of $\overline{X}_{SDERSS}$ relative to $\overline{X}_{SRS}$ is

$$eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = \frac{Var\left(\overline{X}_{SRS}\right)}{Var\left(\overline{X}_{SDERSS}\right)}$$

$$= \frac{\sum_{k=1}^{L} W_k^2 \cdot \beta^2}{12} = \frac{\sum_{i=1}^{n} W_k^2}{12n_{i}} > 1.$$ 

Algebraically it is not easy to show that the last quantity is greater than 1, so some different cases are considered, two or three strata, the following results are obtained:

1. If $L = 2, h = 1, 2$ when $n_1 = 4$ and $n_2 = 6$ with total $n = 10$, $eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = 2.3011.$

2. If $L = 2, h = 1, 2$ when $n_1 = 6$ and $n_2 = 8$ with total $n = 14$, $eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = 4.2737.$

3. If $L = 2, h = 1, 2$ when $n_1 = 8$ and $n_2 = 10$ with total $n = 18$, $eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = 6.9311.$

4. If $L = 3, h = 1, 2, 3$ when $n_1 = 4$, $n_2 = 4$ and $n_3 = 6$ with total $n = 14$, $eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = 2.0399.$

5. If $L = 3, h = 1, 2, 3$ when $n_1 = 4$, $n_2 = 6$ and $n_3 = 8$ with total $n = 18$, $eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = 3.1112.$

6. If $L = 3, h = 1, 2, 3$ when $n_1 = 6$, $n_2 = 6$ and $n_3 = 6$ with total $n = 18$, $eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = 3.2546.$

Case 2: The efficiency of $\overline{X}_{SDERSS}$ relative to $\overline{X}_{SRS}$. Now, the variance of SRS for $U(0, \beta)$ is given by

$$Var\left(\overline{X}_{SRS}\right) = \frac{\beta^2}{12}.$$ 

The efficiency of $\overline{X}_{SDERSS}$ relative to $\overline{X}_{SRS}$ is

$$eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = \frac{Var\left(\overline{X}_{SRS}\right)}{Var\left(\overline{X}_{SDERSS}\right)} = \frac{\sum_{k=1}^{L} W_k^2 \cdot n_{i}\beta^2}{\sum_{i=1}^{n} \left( n_{i}^2 + 2 \right) \left( n_{i}^2 + 1 \right)} > 1.$$ 

1. If $L = 2, h = 1, 2$ when $n_1 = 4$ and $n_2 = 6$ with total $n = 10$, $eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = 45.9415.$

2. If $L = 2, h = 1, 2$ when $n_1 = 6$ and $n_2 = 8$ with total $n = 14$, $eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = 119.6708.$

3. If $L = 2, h = 1, 2$ when $n_1 = 8$ and $n_2 = 10$ with total $n = 18$, $eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = 249.5197.$

4. If $L = 3, h = 1, 2, 3$ when $n_1 = 4$, $n_2 = 4$ and $n_3 = 6$ with total $n = 14$, $eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = 85.6810.$

5. If $L = 3, h = 1, 2, 3$ when $n_1 = 4$, $n_2 = 6$ and $n_3 = 8$ with total $n = 18$, $eff\left(\overline{X}_{SDERSS}, \overline{X}_{SRS}\right) = 167.9995.$

IV. Simulation Study

A simulation study is conducted to investigate the performance of SDERSS for estimating the population mean with respect to SRS, SSSRS and SRSS. Symmetric distributions, namely; uniform and normal and asymmetric distributions namely exponential, gamma and Weibull have been considered for samples of sizes $n = 9, 12, 15, 18$, assuming that the population is partitioned into two or three strata. Using 100000 replications, estimates of the means, variances and mean square errors were computed.

When the underlying distribution is symmetric, the efficiency of SDERSS relative to $SRS, SSSRS, SRSS$ is given by
The relative efficiency for estimating the population mean using SDERSS with respect to SRSS, SSRS and SRS with sample size $N = 9$ and $N = 12$ are given in Table I.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>$n = 9$: $n_1 = 4$, $n_2 = 5$</th>
<th>$n = 12$: $n_1 = 5$, $n_2 = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRSS</td>
<td>20.75</td>
<td>16.95</td>
</tr>
<tr>
<td>SSRS</td>
<td>26.65</td>
<td>20.63</td>
</tr>
<tr>
<td>SRS</td>
<td>26.25</td>
<td>20.64</td>
</tr>
<tr>
<td>SDERSS</td>
<td>33.17</td>
<td>21.35</td>
</tr>
<tr>
<td>SRSS</td>
<td>34.44</td>
<td>20.44</td>
</tr>
<tr>
<td>SSRS</td>
<td>35.47</td>
<td>22.67</td>
</tr>
<tr>
<td>SRS</td>
<td>35.67</td>
<td>22.87</td>
</tr>
</tbody>
</table>

The relative efficiency for estimating the population mean using SDERSS with respect to SRSS, SSRS and SRS with sample size $N = 15$ and $N = 18$ are given in Table II.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>$n = 15$: $n_1 = 3$, $n_2 = 5$</th>
<th>$n = 18$: $n_1 = 4$, $n_2 = 6$</th>
<th>$n = 18$: $n_1 = 8$, $n_2 = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRSS</td>
<td>31.78</td>
<td>16.02</td>
<td>19.87</td>
</tr>
<tr>
<td>SSRS</td>
<td>34.76</td>
<td>15.76</td>
<td>14.97</td>
</tr>
<tr>
<td>SRS</td>
<td>33.76</td>
<td>15.54</td>
<td>14.77</td>
</tr>
<tr>
<td>SDERSS</td>
<td>46.54</td>
<td>20.78</td>
<td>21.35</td>
</tr>
<tr>
<td>SRSS</td>
<td>49.45</td>
<td>20.44</td>
<td>21.35</td>
</tr>
<tr>
<td>SSRS</td>
<td>49.78</td>
<td>22.67</td>
<td>22.87</td>
</tr>
<tr>
<td>SRS</td>
<td>48.98</td>
<td>22.96</td>
<td>22.96</td>
</tr>
</tbody>
</table>

The values of bias and MSE for different distributions and different numbers of strata are given in Table III.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>$n = 9$ and two strata $n_1 = 4$ and $n_2 = 5$</th>
<th>$n = 12$ and two strata $n_1 = 5$ and $n_2 = 7$</th>
<th>$n = 15$ and three strata $n_1 = 3$, $n_2 = 5$ and $n_3 = 7$</th>
<th>$n = 18$ and three strata $n_1 = 4$, $n_2 = 6$ and $n_3 = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>0.0713</td>
<td>0.0345</td>
<td>0.0127</td>
<td>0.0439</td>
</tr>
<tr>
<td>Gamma</td>
<td>0.2233</td>
<td>0.2427</td>
<td>0.0834</td>
<td>0.1119</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.8573</td>
<td>0.4017</td>
<td>0.0022</td>
<td>0.0315</td>
</tr>
</tbody>
</table>

Based on simulation study, we can conclude that: A gain in efficiency is attained using SDERSS method as opposed to the other competing methods that have been discussed when estimating the population mean of the variable of interest. When the performance of SDERSS is compared to either SRSS, SSRS or SRS, it is found that SDERSS is more efficient, as shown by all the values of relative efficiency which are greater than 1. When the performances of all estimators are compared, the efficiency of SDERSS estimator is found to be more superior when the underlying distributions are symmetric as compared to asymmetric. The relative efficiency of SDERSS estimator to those estimators based on SRS, SSRS and SRSS are increasing as the sample size increases.

V. CONCLUSIONS

In this paper, we have suggested a new estimator of the population mean using SDERSS. The performance of the estimator based on SDERSS is compared with those found using SRSS, SSRS and SRS for the same number of measured units. It is found that SDERSS produces estimator of the population mean that is unbiased of symmetric distributions and SDERSS is more efficient than SRSS, SSRS and SRS. Thus, SDERSS should be more preferred than SRSS, SSRS and SRS for both symmetric and asymmetric distributions.
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