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Abstract—Taiwan is a hyper endemic area for the Hepatitis B virus (HBV). The estimated total number of HBsAg carriers in the general population who are more than 20 years old is more than 3 million. Therefore, a case record review is conducted from January 2003 to June 2007 for all patients with a diagnosis of acute hepatitis who were admitted to the Emergency Department (ED) of a well-known teaching hospital. The cost for the use of medical resources is defined as the total medical fee. In this study, principal component analysis (PCA) is firstly employed to reduce the number of dimensions. Support vector regression (SVR) and artificial neural network (ANN) are then used to develop the forecasting model. A total of 117 patients meet the inclusion criteria. 61% patients involved in this study are hepatitis B related. The computational result shows that the proposed PCA-SVR model has superior performance than other compared algorithms. In conclusion, the Child-Pugh score and echoragram can both be used to predict the cost of medical resources for patients with acute hepatitis in the ED.
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I. INTRODUCTION

ACUTE hepatitis lasts less than 6 months, but chronic hepatitis lasts longer than 6 months. Acute hepatitis has several possible causes, such as infectious viral hepatitis (hepatitis A, B, C, D and E), other viral diseases (glandular fever and cytomegalovirus), severe bacterial infections, amoebic infections, medicines (acetaminophen and halothane) and toxins (alcohol and fungal toxins). The severity of illness in acute hepatitis ranges from asymptomatic to fulminant and fatal. Some patients are asymptomatic, with abnormalities noted only by laboratory studies, while other patients might have symptoms such as nausea, vomiting, fatigue, weight loss, abdominal pain, jaundice, fever, splenomegaly, or ascites.

Chronic hepatitis also has several different causes, such as infectious viral hepatitis (hepatitis B, C, and D), reaction to drugs, alcohol, autoimmune hepatitis, Wilson's disease and hemochromatosis. According to an investigation by the World Health Organization (WHO), 2 billion people are infected with the hepatitis B virus (HBV) and more than 350 million have chronic (lifelong) infections [1]. Hepatitis B results in 600,000 deaths each year from cirrhosis and hepatocellular carcinoma [2]. Taiwan is a hyper-endemic area for the Hepatitis B virus (HBV). The estimated total number of HBsAg carriers in the general population who are more than 20 years old is 3,067,307. 61% patients involved in this study are hepatitis B related [3].

The typical signs of severe acute exacerbation in a patient with chronic hepatitis B are a short onset of jaundice and a very high ALT level, sometimes preceded by prodromal constitutional symptoms. It is often misdiagnosed as acute hepatitis, especially in those with no history of hepatitis or who have never been examined for hepatitis markers [4]. The symptoms of severe acute exacerbation of chronic hepatitis B can be very similar to those of acute hepatitis B. Therefore, severe acute exacerbation of chronic hepatitis B can be misdiagnosed as acute hepatitis B in some cases [5].

In countries with intermediate or high levels of HBV infection, the exacerbation of chronic hepatitis B may be the first presentation of HBV infection [6]. Although this exacerbation is usually transient and asymptomatic, 1%–2.4% of patients later develop hepatic decompensation [7]–[9]. The authors believe that a great majority of patients with acute hepatitis B suffer from acute exacerbation of chronic hepatitis B.

The Child-Pugh classification has been used for decades to measure the severity of chronic liver disease. Recent studies have shown that the model for end-stage liver disease (MELD) more accurately predicts the short and mid-term probability of survival for patients with cirrhosis than the CTP system. MELD, which has 3 parameters (serum bilirubin, creatinine and prothrombin time) that require logarithmic transformation, has the advantage of a wide-range continuous scale and is more objective and less variable [10]. Reports of predictors for acute hepatitis include the MELD Scoring System, the Discriminant Function (DF) and Multivariate analysis. However, there are limited reports of the use of an abdominal echogram and the Child-Pugh classification as a predictor for acute hepatitis.

Sheth et al. [11] used the MELD score and the Discriminant Function (DF) as a predictor of mortality for 34 patients who were hospitalized with alcoholic hepatitis. At 30 days, the MELD score predicts mortality as well as the DF. A MELD score of greater than 11, or the presence of both ascites and an elevated bilirubin level of greater than 8 mg/dL should prompt specific therapeutic intervention to reduce mortality.

Li et al. [12] investigated the prognostic factors for chronic severe hepatitis and constructed a prognostic model. The clinical and laboratory indices of 213 patients with chronic severe hepatitis were analyzed retrospectively within 24 hours after diagnosis. Death or survival was limited to within 3
months after diagnosis. The mortality rate for all patients was 47.42%. Compared with the group that survived, the age, the basis of hepatocirrhosis, infection, the degree of hepatic encephalopathy (HE) and the levels of total bilirubin (TBil), total cholesterol (CHO), cholinesterase (CHE), blood urea nitrogen (BUN), blood creatinine (Cr), blood sodium ion (Na), peripheral blood leukocytes (WBC), alpha-fetoprotein (AFP), international normalized ratio (INR) of blood coagulation and prothrombin time (PT) were significantly different in the group who died. They concluded that Multivariate analysis in the prognostic for chronic severe hepatitis and the regression model was of significant value in the prognosis for this disease.

The prognosis for liver cirrhosis is assessed using the Child-Pugh score. Since abdominal ultrasound is also a commonly used tool for the evaluation and rapid diagnosis of acute hepatitis in the ED, this study determines whether the Child-Pugh score and abdominal ultrasound can be used together to predict the cost of medical resources for patients with acute hepatitis, but without liver cirrhosis, in the ED. In 2008, the consensus recommendation of the Asian Pacific Association for the study of the liver (APASL) indicated several prognostic scores for acute-on-chronic liver failure (ACLF) [13]. Liver-specific scoring systems (Mayo Risk Score, Combined Clinical and Laboratory Index) are adequate, but the Acute Physiology and Chronic Health Evaluation (APACHE) II and III have been proven to be more efficient, because they include additional physiologic parameters, so they also take into account additional complications that are associated with this liver disorder [14], [15]. An accurate prognosis for the patient allows the appropriate selection of a treatment program.

Data mining can extract hidden association rules from large databases to give useful knowledge. The advances in data mining techniques in recent years mean that scholars have begun to use them for metabolic syndrome research. Huang [16] used an efficient data mining algorithm, called DCIP (the data cutting and inner product method), to determine the association rules between the lifestyles of factory workers in Taiwan and the metabolic syndrome.

The remainder of this paper is organized as follows. The methodology and literature review are presented in Section II. Section III shows the computational results. Finally, the concluding remarks are made in Section IV.

II. METHODOLOGY

In order to develop the forecasting model, two novel methods: an artificial neural network (ANN) and support vector regression (SVR) are employed in this study. Before constructing the model, the data were collected from the emergency department of a Hospital in Taiwan. The proposed forecasting method has two stages: (1) feature selection and (2) forecasting. In the first stage, principal component analysis is used to select the important features. An ANN and SVR are then employed to determine the relationship between selected features and the output variable: cost.

A. Data Collection and Descriptive Statistics

An electronic search was performed on the medical record database for all patients admitted to the emergency department of a Hospital in Taiwan with an admission diagnosis of hepatitis (ICD-9 code 070 or 570), from January 2003 to June 2007. These patients were then further screened for the presence of liver enzyme (AST/ALT) above 400 and were excluded if there was liver cirrhosis. 117 patients were included in this study: 76 male and 41 female, from 21 to 77 years. The ratio of male to female is nearly 2:1. TABLE I shows the number of samples in terms of gender and age.

<table>
<thead>
<tr>
<th>Features</th>
<th>Gender</th>
<th>N</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female</td>
<td>41</td>
<td>35%</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>76</td>
<td>65%</td>
</tr>
</tbody>
</table>

B. Principal Component Analysis (PCA)

In multivariate statistical analysis, principal component analysis (PCA) is used to simplify the dataset. PCA is often used to reduce the dimensions of the dataset [17]. Its goal is to determine the important information from the table, in order to represent it as a set of new orthogonal variables, called principal components, and to display the pattern of similarity between the observations and the variables as points on a map. PCA can be generalized as canonical correlation analysis (CCA). CCA can be used to define the coordinate systems that optimally describe the cross-covariance between two datasets. Mathematically, PCA depends upon the eigen-decomposition of positive semi-definite matrices and upon the singular value decomposition (SVD) of rectangular matrices.

C. Artificial Neural Network (ANN)

An artificial neural network (ANN) is a system that is derived from neurophysiology models. In general, it consists of a collection of simple nonlinear computing elements whose inputs and outputs are linked to form a network. There are three types of the ANN algorithm: supervised, unsupervised and hybrid learning. ANN’s are nonparametric data driven ways to capture nonlinear data structures without prior assumption about the underlying relationships in a particular problem. ANNs are more general and flexible modeling and analysis tools for forecasting applications in that not only do they find nonlinear structures, but they can also model linear processes [18].

Many studies have attempted to use ANN’s for time-series forecasting. However, their conclusions are often contradictory. Some studies conclude that ANN’s are better than conventional methods [19], while others reach an opposite conclusion. The ANN approach is a leading statistical modeling approach. ANN has been found to be useful for modeling industrial problems [20], [21]. Zheng et al. [22] used an ANN system to predict the...
3-month mortality risk for acute-on-chronic hepatitis B liver failure (ACHBLF) for individual patients.

There are several procedures that must be followed when this method is used.

Step 1. The parameters, including the learning rate (\( \eta \)), the momentum (\( \alpha \)) and the number of training iterations must be established.

Step 2. The connecting weights, \( W_{kh} \) (input layer to hidden layer), \( W_{hy} \) (hidden layer to output layer) and the bias weights, \( \theta^h \) (in the hidden layer) and \( \theta^y \) (in the output layer) must be established randomly.

Step 3. The training data is input.

Step 4. The output, \( Y \), is computed using (1) to (4).

\[
net_k = \sum_i W_{ik}^h \cdot X_i - \theta_k^h \tag{1}
\]

\[
H_k = f(net_k) = 1/1 + exp(-net_k) \tag{2}
\]

\[
net_j = \sum_k W_{kj}^y \cdot H_k - \theta_j^y \tag{3}
\]

\[
Y_j = f(net_j) = 1/1 + exp(-net_j) \tag{4}
\]

where \( i = 1...N \), \( N \) is the number of inputs, \( k = 1...M \), \( M \) is the number of hidden layer nodes and \( j = 1...P \), \( P \) is the number of outputs.

Step 5. The amount of difference, \( \delta \), is computed using (5) and (6).

\[
\delta_j = Y_j(1-Y_j) (T_j - Y_j) \tag{5}
\]

\[
\delta_k = H_k(1-H_k) \sum_j W_{kj}^y \delta_j \tag{6}
\]

where \( M \) is the number of hidden layer nodes and \( j = 1...K \), \( K \) is the number of outputs.

Step 6. The updating amount of the connecting weight \( \Delta W_{ky} \), (hidden layer to output layer), \( \Delta W_{hy} \) (input layer to hidden layer) and the amount of bias weight, \( \Delta \theta^y \) (in output layer) and \( \Delta \theta^h \) (in hidden layer) are computed using (7) to (10).

\[
\Delta W_{kj}^y = \eta \delta_j H_k + \alpha \cdot \Delta W_{kj}^y \tag{7}
\]

\[
\Delta \theta^y_j = -\eta \delta_j + \alpha \cdot \Delta \theta^y_j \tag{8}
\]

\[
\Delta W_{ik}^h = \eta \delta_k X_i + \alpha \cdot \Delta W_{ik}^h \tag{9}
\]

\[
\Delta \theta^h_k = -\eta \delta_k + \alpha \cdot \Delta \theta^h_k \tag{10}
\]

where \( i = 1...N \), \( N \) is the number of inputs, \( h = 1...M \), \( M \) is the number of hidden layer nodes and \( j = 1...K \), \( K \) is the number of outputs.

Step 7. \( W^n, W^{by}, \theta^n, \) and \( \theta^y \) are updated using (11)-(14).

\[
W_{kj}^{by} = W_{kj}^{by} + \Delta W_{kj}^{by} \tag{11}
\]

\[
\theta^y_j = \theta^y_j + \Delta \theta^y_j \tag{12}
\]

\[
W_{ik}^{hn} = W_{ik}^{hn} + \Delta W_{ik}^{hn} \tag{13}
\]

\[
\theta^h_k = \theta^h_k + \Delta \theta^h_k \tag{14}
\]

where \( i = 1...N \), \( N \) is the number of inputs, \( h = 1...M \), \( M \) is the number of hidden layer nodes and \( j = 1...K \), \( K \) is the number of outputs.

Step 8. Steps 3 to 7 are repeated until the termination criterion is satisfied.

D. Support Vector Regression

SVR is a novel neural network algorithm technique that uses statistical learning theory, which has increasingly been used to solve nonlinear regression estimation problems. SVR is derived from the structural risk minimization principle, which estimates a function by minimizing an upper bound of the generalization error. It has been successfully applied in different time series prediction problems, such as production value forecasting, traffic flow prediction and financial time series forecasting [23]-[26]. The SVR model can be expressed as [27]:

\[
f(x) = w^T \varphi(x) + b, \tag{15}
\]

\( f(x) \) denotes the forecasting values and the coefficient \( w \) (in \( \mathbb{R}^h \)) and \( b \) (bias) are adjustable. SVR method aims at minimizing the empirical risk as (16):

\[
R_{emp}(f) = \frac{1}{N} \sum_{i=1}^{N} \Theta(x_i, w^T \varphi(x_i) + b), \tag{16}
\]

\( \Theta(x_i, w^T \varphi(x_i) + b) \) is the \( \varepsilon \)-insensitive loss function and defined as (17):

\[
\Theta(x_i, w^T \varphi(x_i) + b) = \left\{ \begin{array}{ll}
|w^T \varphi(x_i) + b - y_i| - \varepsilon, & |w^T \varphi(x_i) + b - y_i| \leq \varepsilon \\
0, & \text{otherwise}.
\end{array} \right. \tag{17}
\]

In addition, \( \Theta(x_i, w^T \varphi(x_i) + b) \) is employed to determine an optimum hyper plane on the high dimensional feature space that maximizes the distances between the training data into two subsets. Therefore, the SVR determines the optimum hyper plane and minimizes the training error between the training data and the \( \varepsilon \)-insensitive loss function. The SVR then minimizes the overall errors as:

\[
\text{Min}_{w,b,\varepsilon} R_e(w, \varepsilon, \xi) = \frac{1}{2} w^T w + c \sum_{i=1}^{N} (\xi_i^{+} + \xi_i^{-}) \tag{18}
\]

Subject to:

\[
\begin{align*}
& y_i - w^T \varphi(x_i) - b \leq \varepsilon + \xi_i^{-}, & i = 1, 2, ..., N \\
& -y_i + w^T \varphi(x_i) + b \leq \varepsilon + \xi_i^{+}, & i = 1, 2, ..., N \\
& \xi_i^{+} \geq 0, & i = 1, 2, ..., N \\
& \xi_i^{-} \geq 0, & i = 1, 2, ..., N
\end{align*}
\]

The first term of (18), which uses the concept of maximizing the distance of two separate training data, is used to regularize the weights, to penalize large weights and to maintain the flatness of the regression function. The second term penalizes training errors of \( f(x) \) and \( y \) using the \( \varepsilon \)-insensitive loss function. \( c \) is a parameter that trades off these two terms. Training errors above \( \varepsilon \) are denoted as \( \xi_i^{+} \) and training errors below \( \varepsilon \) are denoted as \( \xi_i^{-} \).
When the quadratic optimization problem with inequality on constraints is solved, the parameter vector, \( w \), in (19) is obtained as:

\[
w = \sum_{i=1}^{n} (\beta_i^* - \beta_i) \varphi(x_i),
\]  

(19)

where \( \beta_i^* \), \( \beta_i \) are obtained by solving a quadratic program and are the Lagrangian multipliers. Finally, the SVR function is obtained as (20) in the dual space:

\[
f(x) = \sum_{i=1}^{n} (\beta_i^* - \beta_i) k(x_i, x) + b,
\]

(20)

where \( k(x_i, x) \) is called the kernel function. The value of the kernel equals the inner product of two vectors, \( x_i \) and \( x_j \), in the feature space, \( \varphi(x_i) \) and, \( \varphi(x_j) \) respectively. That is \( K(x_i, x_j) = \varphi(x_i) \cdot \varphi(x_j) \). Any function that meets Mercer’s condition can be used as the kernel function. There are several types of kernel function. The most commonly used kernel functions are the Gaussian radial basis functions (RBF) with a width of \( \sigma \).

\[
k(x_i, x_j) = \exp(-0.5\|x_i - x_j\|^2/\sigma^2)
\]

and the polynomial kernel with an order of \( d \) and constants \( a_1 \) and \( a_2 \) : \( K(x_i, x_j) = (a_1 x_i x_j + a_2)^d \). If the value of \( \sigma \) is very large, the RBF kernel approximates the use of a linear kernel (a polynomial with an order of 1). However, the Gaussian RBF kernel is not only easier to implement, but it can also nonlinearly map the training data into an infinite dimensional space, so it is suitable for nonlinear relationship problems. Therefore, the Gaussian RBF kernel function is specified in this study. It is known that the forecasting accuracy of an SVR model depends on good establishment of the hyper parameters, \( C, \varepsilon \) and the kernel parameters (\( \sigma \)). Therefore, the determination of all three parameters is also important.

### III. COMPUTATIONAL RESULTS

This section presents the validation results for the two forecasting methods: the ANN and the SVR. The proposed method has two stages: (1) feature selection and (2) forecasting. The outcomes of these two stages are discussed as follows.

#### A. Features Selection

The original number of features is six, as follows:

- \( X_1 \)  Total bilirubin,
- \( X_2 \)  Prothrombin time,
- \( X_3 \)  Ascites,
- \( X_4 \)  Portal vein dilatation,
- \( X_5 \)  GB wall thickening,
- \( X_6 \)  Splenomegaly,
- \( Y \)  Total cost.

Features \( X_1 \) to \( X_6 \) are input variables and output \( Y \) is the total cost of the medical resources. After PCA, four features more appropriately represent the data characteristics. These four features are treated as input variables for the ANN and the SVR.

#### B. Construction of the Forecasting Model

In this study, an ANN and SVR are used to construct the forecasting models. The LIBSVM package developed by Chang and Lin [28] is used to construct the SVR model. The ANN is coded in C++ programming language. The forecasting performance is evaluated using the performance measures, the mean square error (MSE) and the mean absolute difference (MAD). The definitions of the measures are shown as (21) and (22):

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2
\]

(21)

\[
MAD = \frac{1}{N} \sum_{i=1}^{N} |Y_i - \hat{Y}_i|
\]

(22)

where \( T_i \) is the actual value, \( \hat{Y}_i \) is the forecast value and \( n \) is the total number of data. The parameters for both algorithms are important, since they have a significant effect on the performance. The parameters for the PCA-ANN are learning rate (\( \eta \)) and momentum (\( \alpha \)) and the parameters for the PCA-SVR are (\( C \)) and (\( \varepsilon \)). The objective is to minimize the MSE.

**TABLE II** shows the test results for the ANN and the results for the SVR are shown in TABLE III. These results show that the parameters for the ANN (\( \alpha, \eta \)) are (0.99, 0.01) and (\( C, \varepsilon \)) are (7, -5) for the SVR. The convergence curve for the ANN is shown in Fig. 1.

**TABLE II**

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \eta )</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.99</td>
<td>0.10</td>
<td>0.0127</td>
</tr>
<tr>
<td>0.95</td>
<td>0.10</td>
<td>0.0129</td>
</tr>
<tr>
<td>0.90</td>
<td>0.10</td>
<td>0.0129</td>
</tr>
<tr>
<td>0.90</td>
<td>0.05</td>
<td>0.0130</td>
</tr>
<tr>
<td>0.90</td>
<td>0.01</td>
<td>0.0129</td>
</tr>
<tr>
<td>0.01</td>
<td>0.0129</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>( C )</th>
<th>( \varepsilon )</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>-5</td>
<td>0.00111</td>
</tr>
<tr>
<td>9</td>
<td>-5</td>
<td>0.00127</td>
</tr>
<tr>
<td>7</td>
<td>-5</td>
<td>0.00136</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>0.00138</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>0.00146</td>
</tr>
</tbody>
</table>

![Fig. 1 Convergence curve of ANN](image-url)
In order to compare the forecasting models’ performance, K-fold cross-validation is used. In the experiment, the data are divided into 10 groups. 90% of the data is used for training and 10% for testing. The results for the PCA-ANN and the PCA-SVR are shown in TABLE IV and TABLE V, respectively. For the PCA-ANN, the average training MSE and the average test MSE are 0.0121 and 0.0033, respectively. For the PCA-SVR, the average training MSE and the average test MSE are 0.0103 and 0.0009. Therefore, in terms of the MSE criterion, the PCA-SVR provides a better forecast. For the MAD criterion, the results are the same. The computational results also show that the PCA-SVR is more stable than the PCA-ANN, because the PCA-SVR has a smaller standard deviation.

In order to determine the effect of PCA, an ANN and SVR were also used to learn from the data, without PCA. The computational results are shown in Tables VI and VII. The MSE for the training and testing results for the ANN are 0.0124 and 0.0138, respectively. For the SVR model, the average training and testing MSE values are 0.0116 and 0.009, respectively. These results show that the use of PCA for feature selection significantly improves the forecasting accuracy. The test results show that the PCA-SVR model outperforms the other models.

### IV. CONCLUSIONS

An echogram is a commonly used tool for the evaluation and rapid diagnosis of acute hepatitis in the ED. The parameters of the Child-Pugh classification are also easily accessed in the ED. This study constructs a cost forecast model that uses an echogram and the Child-Pugh classification data. The experimental results demonstrate that the PCA-SVR gives a better forecast than the PCA-ANN, in terms of the MSE and MAD. These findings show that an echogram and the Child-Pugh classification provide a practical tool for forecasting the cost for an acute hepatitis patient who is admitted to the ED. Future study might use more data, in order to improve the forecasting accuracy. Other learning algorithms could also be used to develop the forecasting model.
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