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Abstract—Reflux condensation occurs in vertical channels and tubes when there is an upward core flow of vapour (or gas-vapour mixture) and a downward flow of the liquid film. The understanding of this condensation configuration is crucial in the design of reflux condensers, distillation columns, and in loss-of-coolant safety analyses in nuclear power plant steam generators. The unique feature of this flow is the upward flow of the vapour-gas mixture (or pure vapour) that retards the liquid flow via shear at the liquid-mixture interface. The present model solves the full, elliptic governing equations in both the film and the gas-vapour core flow. The computational mesh is non-orthogonal and adapts dynamically to the phase interface, thus produces a sharp and accurate interface. Shear forces and heat and mass transfer at the interface are accounted for fundamentally. This modeling is a big step ahead of current capabilities by removing the limitations of previous reflux condensation models which inherently cannot account for the detailed variations of film thickness.
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I. INTRODUCTION

CONDENSATION in transport phenomena releases a significant amount of energy even for a small temperature difference due to the large difference between the liquid and vapour internal energies. Therefore, condensation heat transfer can be an important process in industrial applications and thermal systems.

A. Reflux Condensation

Reflux condensation can occur in vertical or inclined tubes or channels. The unique feature of reflux condensation is the upward flow of the gas-vapour mixture (or pure vapour) that retards the liquid flow via shear at the liquid-mixture (or liquid-vapour) interface. With sufficiently high vapour velocity and small channel height, the liquid can be held up by the mixture and completely close off the channel to vapour flow; this phenomenon is called flooding or inverted-slug flow. It represents a serious limitation to the operation of reflux condensers and much attention has been placed on determining the onset of flooding [1]. The motion of the liquid film is governed by the gravitational driving force and retarding force from the interfacial shear. At a particular mixture mass flow rate, the film velocity at the interface becomes zero. In this situation, the interfacial shear and gravitational force are equal. For the higher mixture mass flow rates, flow reversal occurs in the liquid film. Finally, the interfacial shear becomes dominant and the system reaches the total flooding limit.

Reflux condensation is one of the major heat removal mechanisms in loss of coolant safety analyses in nuclear power plant steam generators. In the system of pressurized water reactor and a steam generator, reflux condensation is expected to occur in the hot leg or U-tube during accidents caused by loss of coolant or by loss of heat removal in the mid-loop operation [2]. These accident scenarios occurred in pressurized water reactor plants in the USA in 1987 and 1990 [3].

Reflux condensation also can be observed in thermosyphons and heat pipes [4]. Thermosyphons transfer heat in the same way as heat pipes by the use of evaporation and condensation phenomena. In thermosyphons, there is no external equipment for the liquid transport from the condenser back to the evaporator and thus the evaporator must be located vertically below the condenser. Gravity is responsible for returning the condensate to the evaporator. Sometimes, thermosyphons are called gravity-assisted heat pipes.

Majority of previous modeling approaches for reflux condensation have been based on similar approximate governing equations and correlations at the interface. Most of them solved the equations for the liquid region and used correlations or simplified equations for the interface and mixture region. In addition, many of them did not consider gas in the mixture region and assumed pure vapour and they considered tubes and not channels [5]–[10].

One detailed study of reflux condensation simulation in tubes is that by Liao et al. [11]. They developed a heat and mass transfer analogy model for local heat transfer in reflux condensation of flowing vapour and non-condensable gases and compared the theoretical heat transfer with experiments. In their work, a liquid film model was derived from the two-phase integral momentum equation under counter-current flow condition. However, the inertial force terms in the momentum equation were neglected. In addition, it was assumed that the temperature profile is linear in the liquid region and longitudinal pressure gradient is equal in the gas and liquid regions. They calculated the film thickness based on
the Reynolds number of the film and used a parabolic liquid velocity profile. For the gas phase, they used the heat and mass transfer analogy approach employing a diffusion layer model by Liao and Vierow [12] and applied a correlation to evaluate the friction factor at the interface for counter-current flow. An iterative marching scheme was used based on the assumption of an initial value for outlet vapour mass flow rate and interface temperature. Liao et al. predicted the heat transfer coefficients along the tube for a wide variety of turbulent reflux condensation conditions. Furthermore, they compared co-current and counter-current condensation and showed that the local condensate film behaviour should be treated differently between these two cases. They proposed that the condensate hydrodynamics is coupled to the gas motion and vapour condensation which are different for these two cases.

Finally, an understanding of reflux condensation is crucial in the design of reflux condensers and distillation columns. In distillation columns, for example, counter-current flow is used to separate components in mixtures of vapours that condense at different temperatures. To the best of authors’ knowledge, there are no previous work on the computational modelling of reflux condensation in a vertical channel. Furthermore, the available open source and commercial software programs have limited capabilities in modeling this phenomenon.

The present work focuses on reflux condensation in vertical parallel plate channels and solves the fully coupled elliptic two-dimensional set of governing equations on a structured non-orthogonal grid including the mass, momentum, energy and gas mass fraction conservation equations. An Eulerian approach is used for the solution of the field variables. The mesh is implemented, however, so that a grid line always matches exactly with the liquid-mixture interface. At each time step, the interface location is updated and the mesh is re-generated. The solution for the field variables obtained using this new mesh. This iterative scheme, described in detail later, could be considered an adaptive Eulerian approach.

The sample results of present work will start to help to understand appropriate set of equations, boundary conditions and computational scheme for the simulation of reflux condensation from gas-vapour mixtures in vertical channels.

II. MATHEMATICAL MODEL

The main objective of this work is to develop a numerical model for reflux condensation in a vertical channel. The fundamental setup of condensation in vertical channel has a cooled section where the wall temperature \((T_{\text{wall}})\) is below the saturation temperature of the vapour. Due to the temperature difference between the mixture and wall, the vapour starts condensing on the channel wall and forms a thin film of condensate with the thickness of \(\delta\). The film thickness increases along the channel and the condensate flows downward as long as the summation of shear stress at the wall and at the interface is smaller than the gravitational force. As the mixture flows upward, the condensation rate decreases due to the interface temperature decrease and gas mass fraction increase. Finally, the condensation will stop and single phase mixture will exit the channel at the top.

The geometry of the vertical channel is shown in Fig. 1. In Fig. 1, the cooled section is the section with length of \(L_2\) and constant wall temperature. Above and below the cooling section, boundary conditions must be specified for the mixture flow. The conditions of the mixture flow entering the channel from below are dependent on the geometry and thermal conditions in the piping that supplies the mixture. Taking this into account would extend the solution domain to include a three-dimensional region that is application-specific. Because developing a two-phase counter-current flow model will be a challenge itself, a two-dimensional model is considered an excellent starting point. Therefore, in order to keep the model domain two-dimensional and reasonable in size, an inlet section with an adiabatic wall of length \(L_1\) is added at the mixture inlet side of the cooled section. This additional length permits the development of the mixture flow before the cooled section and section of film flow with no mass flow change. Likewise, a section with an adiabatic wall of length \(L_3\) is added at the mixture outlet side of the cooled section. This additional section permits the application of an appropriate outflow condition on the mixture as it flows without mass removal.

A mixture of saturated vapour and air (as a non-condensable gas) flows in a vertical, parallel plate channel. The space between two plates is \(2H\). The flow is two-dimensional and symmetrical about the centre line of the channel. The mixture has uniform profiles of pressure, temperature and gas mass fraction \((P_{in}, T_{in}\) and \(W_{in}\)) at the gas phase inlet. To form the mathematical model, it was assumed that the flow is steady and laminar in both the liquid and mixture regions; that both liquid and mixture are Newtonian fluids; that the liquid-mixture

![Fig. 1 Reflux condensation-model domain](image-url)
interface is smooth; that the vapour-gas mixture is an ideal gas mixture; that the vapour and gas have the same values of $U$, $V$ and $T$ in any location in the mixture. In addition, the saturation conditions were assumed at the liquid-mixture interface. The governing equations are written in Cartesian coordinates.

Equations (1), (2), (3) and (4) are the conservation of mass, $x$-momentum, $y$-momentum, and energy in the liquid region, respectively.

\[
\frac{\partial (\rho L U_L)}{\partial t} + \frac{\partial (\rho L U_L U_L)}{\partial x} + \frac{\partial (\rho L V_L U_L)}{\partial y} = 0 \tag{1}
\]

\[
\frac{\partial (\rho L V_L)}{\partial t} + \frac{\partial (\rho L U_L V_L)}{\partial x} + \frac{\partial (\rho L V_L V_L)}{\partial y} = -\frac{\partial P_L}{\partial x} + \frac{\partial}{\partial x} \left( \mu_L \frac{\partial U_L}{\partial x} \right) + \frac{\partial}{\partial y} \left( \mu_L \frac{\partial U_L}{\partial y} \right) + \rho_L g \tag{2}
\]

\[
\frac{\partial (\rho L C_L V_L T_L)}{\partial t} + \frac{\partial (\rho C_L U_L V_L T_L)}{\partial x} + \frac{\partial (\rho C_L V_L V_L T_L)}{\partial y} = -\frac{\partial P_L}{\partial x} + \frac{\partial}{\partial x} \left( \mu_L \frac{\partial V_L}{\partial x} \right) + \frac{\partial}{\partial y} \left( \mu_L \frac{\partial V_L}{\partial y} \right) \tag{3}
\]

In the mixture region, the governing equations are written as follows.

\[
\frac{\partial (\rho M)}{\partial t} + \frac{\partial (\rho M U_M)}{\partial x} + \frac{\partial (\rho M V_M)}{\partial y} = 0 \tag{5}
\]

\[
\frac{\partial (\rho M U_M)}{\partial t} + \frac{\partial (\rho M U_M U_M)}{\partial x} + \frac{\partial (\rho M V_M U_M)}{\partial y} = -\frac{\partial P_M}{\partial x} + \frac{\partial}{\partial x} \left( \mu_M \frac{\partial U_M}{\partial x} \right) + \frac{\partial}{\partial y} \left( \mu_M \frac{\partial U_M}{\partial y} \right) + \rho_M g \tag{6}
\]

\[
\frac{\partial (\rho M V_M)}{\partial t} + \frac{\partial (\rho M U_M V_M)}{\partial x} + \frac{\partial (\rho M V_M V_M)}{\partial y} = -\frac{\partial P_M}{\partial y} + \frac{\partial}{\partial x} \left( \mu_M \frac{\partial V_M}{\partial x} \right) + \frac{\partial}{\partial y} \left( \mu_M \frac{\partial V_M}{\partial y} \right) \tag{7}
\]

\[
\frac{\partial (\rho M C_{PM} T_M)}{\partial t} + \frac{\partial (\rho M C_{PM} U_M T_M)}{\partial x} + \frac{\partial (\rho M C_{PM} V_M T_M)}{\partial y} = \frac{\partial}{\partial x} \left( k_M \frac{\partial T_M}{\partial x} \right) + \frac{\partial}{\partial y} \left( k_M \frac{\partial T_M}{\partial y} \right) + \rho_M D \left( C_p - C_{pg} \right) \frac{\partial T_M}{\partial x} \tag{8}
\]

Equations (5), (6), (7), and (8) are the continuity, $x$-momentum conservation, $y$-momentum conservation, and energy conservation equations, respectively. Equation (9) represents mass conservation for the gas. The thermophysical and transport properties were calculated as functions of the local temperature, pressure and mixture composition [13].

**A. Conditions Prescribed at the Liquid-Mixture Interface**

At the interface, flow fields must be coupled appropriately by applying jump conditions that relate the variables in each side of the interface. The interface conditions are implemented using two rows of zero-width control volumes.

A normal force balance is enforced using (10):

\[
\hat{n} \cdot \tau = -\left( \hat{n} \cdot \tau \right)_M \cdot \hat{n} \tag{10}
\]

where $\tau$ is the stress tensor, $\hat{n}$ is the local normal unit vector to the interface. For the present work, the surface tension effects are neglected.

A tangential force balance is enforced using (11):

\[
\hat{n} \cdot \hat{s} = \left( \hat{n} \cdot \tau \right)_M \cdot \hat{s} \tag{11}
\]

where $\hat{s}$ is the local tangential unit vector to the interface.

Conservation of mass and interfacial mass flow due to condensation are prescribed using (12):

\[
\dot{m}_{L,i} = \dot{m}_{M,i} = \dot{m}_{\text{cond}} \tag{12}
\]

The interface condensation rate is calculated using (13):

\[
\dot{m}_{\text{cond}} = \frac{A_i}{h_{fg}} \left( k_L \frac{\partial T_L}{\partial n} + k_M \frac{\partial T_M}{\partial n} \right) \tag{13}
\]

Equations (14) and (15) are the continuity of tangential velocity and temperature, respectively.

\[
(V_L)_{L,i} = (V_M)_{M,i} \tag{14}
\]

\[
T_L = T_M = T_{\text{sat}} \tag{15}
\]

Impermeability to gas at the interface is prescribed applying (16):

\[
\dot{m}_{M,i} W_i - (\rho M D) A_i \frac{\partial W}{\partial n} = 0 \tag{16}
\]

where $A_i$ is the local interfacial area. Equation (17) is a final closure condition for pressure in the mixture at the interface.

\[
\frac{\partial P}{\partial n} \bigg|_{M,i} = 0 \tag{17}
\]
B. Boundary Conditions

At the inlet (bottom) for the flow going in, uniform profiles of \( T_{in} \), \( P_{in} \), and \( W_{in} \) are specified. Saturation conditions are assumed. For the flow going out in the liquid and part of the mixture, fully developed boundary conditions are applied.

At the outlet (top), fully developed boundary conditions are prescribed. For reasons described later, a film thickness of \( 1 \times 10^{-7} \) m is specified at the top. A uniform liquid inlet velocity of \( 1 \times 10^{-7} \) m/s is prescribed for the liquid inlet velocity at the top. A reference pressure \( P_{ref} \), relative to \( P_{in} \) is specified at the outlet in order to obtain a given \( \Delta P = P_{in} - P_{ref} \).

At the wall \( (y=0) \), no slip boundary conditions are imposed as shown in (18).

\[
U_L = 0 \quad , \quad V_L = 0
\]  
(18)

The wall temperature is constant and uniform along the cooled section \( (L_2) \). For the two bottom and top sections \( (L_1 \) and \( L_3) \), adiabatic wall is assumed as shown in (19).

\[
T_w = T_{wall} \quad \text{for} \quad 0 \leq x \leq L_2 \\
q''_{wall} = 0 \quad \text{for} \quad -L_1 \leq x < 0 \quad \text{and} \quad L_2 < x \leq L_3
\]  
(19)

At the centre line \( (y=H) \), symmetry is prescribed using (20).

\[
V_M = 0 \quad , \quad \frac{\partial U_M}{\partial y} = \frac{\partial T_M}{\partial y} = \frac{\partial W}{\partial y} = 0
\]  
(20)

C. Algorithm for Moving the Mesh

In this work the location of the interface that is separating the phases is part of the solution. At each time step, the solution fields are computed using a fixed mesh. At the end of each time step, the location of the interface is updated. This update is based on an integral liquid mass balance (ILMB) equation at all axial locations where there are nodes.

A mass balance is made on each column of control volumes in the liquid region. This mass balance is written as (21).

\[
\int_0^{\delta_w} \rho_L U_w \, dy + m_{\text{cond}} = \int_0^{\delta_e} \rho_e U_e \, dy
\]  
(21)

where \( \delta_w \) and \( \delta_e \) are the film thicknesses on the left and right sides of the particular column of control volumes in the liquid phase. Equation (21) therefore leads to a connection between \( \delta_w \) and \( \delta_e \) and can be applied, starting at the inlet, to determine the film thickness all along the domain. At the inlet, the film thickness is zero. In practice, because we use a structured grid, a zero height of liquid at the interface is not used. Instead, the thickness is zero. In practice, because we use a structured grid, the film thickness all along the domain. At the inlet, the film distance of \( \delta \) where \( \delta \) is the value of \( \delta \) for all the nodal locations along the \( x \)-direction.

III. Numerical Solution Method

A structured, non-orthogonal grid is used to discretise the domain. The grid generation uses transfinite interpolation and permits splitting the domain into different panels in the coordinate directions, as described in [14]. In this work, the grid was generated using two panels in the \( y \)-direction: one for each phase region and three panels in the \( x \)-direction: one for each section. The starting mesh for a calculation was obtained from a previously converged calculation for different boundary conditions was used as the initial mesh. In all cases the mesh is moved at the end of each time step as previously described.

In the computational mesh the \( x \)-direction length is divided into \( N_x \) uniformly spaced control volumes, excluding boundary nodes. In the \( y \)-direction, the liquid region has \( N_y,L \) uniformly spaced control volumes and the mixture has \( N_y,M \) non-uniformly spaced control volumes. Grid expansion factors were used in the mixture region to obtain better resolution near the interface.

The governing partial differential equations for \( U, V, T, P \) and \( W \) were discretised to get the coupled algebraic equation set using a finite volume method [15]. A co-located variable storage scheme is applied in this work. The pressure-velocity coupling is treated by using an approach based on the work of Rhie and Chow [16]. It is similar to the approach described by Yu et al. [17] and Vakilipour and Ormiston [18].

An in-house computer code implements this solution approach. The code was tested by solving several non-condensing two-phase laminar flow cases. For example, a horizontal stratified gas-liquid flow in a channel and falling film on a vertical plate were solved and the results compared well with the literature. In addition, results that match the Nusselt solution for pure vapour condensation were successfully produced by the code. The code results were also validated by comparing with the previous available works for co-current condensation [19].

Grid independence tests were carried out based on the film thickness for all cases that are presented in this paper. The range of values considered was as follows: \( 75 \leq N_x \leq 250 \) with \( 1.0 \leq r_x \leq 1.02, \ 20 \leq N_y,L \leq 40 \) and \( 20 \leq N_y,M \leq 100 \) with \( 1.0 \leq r_y,L \leq 1.0 \) and \( 1.0 \leq r_y,M \leq 1.1 \). A grid with \( N_x = 175 \) with \( r_x = 1.00, \ N_y,L = 20, \ N_y,M = 80 \) with \( r_y,L = 1.1 \) had normalized maximum difference of film thickness of less than 1.07 % compared to a coarser mesh. Therefore, this grid was used for the results presented in this article.

At the beginning of cooled section, there is a sudden jump in the liquid thickness (beginning of liquid film build up). Therefore, the first control volumes of the cooled section are extremely skewed. Having skewed control volumes results in seeing a small bump in the interface location at this region. To avoid this, an extremely fine grid is needed at the beginning of cooled section. However, the application of really fine grids increases the cost of computation significantly. Typical runs for the mentioned grid size takes about 20 days to finish with the application of 24 computation cores. The cost of computation originates from the matrix of coefficients which is highly
ill-conditioned with eigenvalue range of 1.0E-14 to 1.0E+04 and the condition number of 1.0E+07. Therefore, only a parallel direct solver (superlu-dist) with the PETSc parallel solver [20] could be used to solve the coupled algebraic equation set. A suitable iterative solver could not be made to work.

IV. RESULTS AND DISCUSSION

Results were obtained for a steam-air mixture at relative inlet pressures of $\Delta P = 4$ Pa and $\Delta P = 7$ Pa for two channels with different lengths: short and long. Other pressures and lengths in the laminar regime are possible. Trends discussed here will be similar under other conditions.

The half height of the channel was specified to be $H = 2.5$ mm and the plate lengths were $L = 250$ mm (short channel) and $L = 600$ mm (long channel). For the short channel $L_1$ and $L_3$ were set to 100 mm and 120 mm and for the long channel, they were set to 250 mm and 100 mm, respectively. The present model was run for cases with $W_{in} = 0.0$ and 0.001 and the inlet-to-wall temperature difference of $\Delta T = 1$ K.

The sample results presented in this paper include the profiles of velocity and gas mass fraction as well as the film thickness for the mentioned cases. Due to the build up of the film and significant variations near the beginning of the cooled section, transverse profiles of axial velocity and gas mass fraction are presented far from this region. Important details are found by plotting transverse profiles of axial velocity close to the interface which includes the liquid and gas velocities. Additional insights are drawn from examining the inlet pressure variation for a specific length of the channel.

Fig. 2 shows the axial variation of the liquid film thickness for all cases with $\Delta P = 4$ Pa and $\Delta P = 7$ Pa for the short and long channel, respectively. The film thickness did not change as the gas mass fraction at the inlet decreases from 0.001 to 0. In addition, this figure shows that the non-dimensional value of film thickness with respect to $x^*$ is the same for both channel lengths. As discussed before, there is a small bump in the film thickness at $x^* = 0.16$ and $x^* = 0.67$ for the short and long channels, respectively. This is due to the skewness of the grid because of the sudden change of film thickness at that spot. Applying finer grid at the beginning of cooled section may resolve this issue. However, this leads to prohibitive computational cost. Also, the small bump does not have an impact on the interface height along the channel.

The axial velocity profiles in three different stations are given in Fig. 3 for $W_{in} = 0.001$ using the dimensionless coordinate $\eta$ defined by (22). The relative inlet pressure was set to 4 Pa and 7 Pa for the short and long channel, respectively.

$$\eta = y/\delta \quad \text{for} \quad 0 \leq y \leq \delta$$
$$\eta = (y - \delta)/(H - \delta) + 1 \quad \text{for} \quad \delta \leq y \leq H \quad (22)$$

At the inlet, the velocity profiles are similar to the fully-developed channel velocity profiles for both lengths. The cooled section inlet Reynolds numbers based on average gas phase velocity and channel half width are $Re_{in,c} = 1228.6$ and $Re_{in,c} = 1375.3$ for the short and long channel, respectively. Due to the condensation, vapour has been removed from the gas-vapour mixture toward the outlet. Therefore, the velocities decrease and the higher length of cooled section for the long channel leads to higher reduction of the velocity values. Negative velocity corresponds to upward flow in the mixture region. There are positive velocities in the liquid region and close to the interface in the mixture region which are shown next.

Fig. 4 shows the velocity profiles in the liquid region and close to the interface in the mixture region for the same stations and cases as in Fig. 3. The profiles are plotted versus $y/H$ instead of $\eta$ in order to clearly show the velocity profiles in the liquid and mixture near the interface for different film thicknesses. The liquid mixture interface coincides with the sudden change in slope of the velocity profiles. These profiles indicate that there is a sudden small decrease in the magnitude of the liquid velocity at the interface (i.e., $\partial U/\partial y < 0$ at the interface). Note the region of positive mixture velocity and the change of sign in the mixture velocity profiles. The sign change point will be referred to as the boundary point between the downflow and upflow. Positive velocities in the mixture region correspond to the flow going out from the bottom of the domain. Shear force at the interface pulls the mixture...
down and causes downward flow in the mixture. This positive velocity region in the mixture becomes smaller toward the outlet (top of the domain) and finally at the outlet there is no positive velocity. Basically, inlet-to-wall temperature difference, inlet pressure and inlet gas mass fraction are the key parameters that determine the place of the boundary point. The point could move to the liquid region for small film thickness and high mixture inlet velocity. In these cases, the gravity force may not be larger than shear force at the interface and liquid starts flowing upward.

Inlet relative pressure does not bring enough mass for the condensation process. Thus, the condensation driving force pulls the mass from the outlet (top) of the channel. In these cases, the condensation rate is mainly governed by the length of the cooled section, inlet gas mass fraction and inlet-to-wall temperature difference. Fig. 6 shows the case where the inlet relative pressure was not high enough to force the mass to exit the channel from the top. Compared to the previous cases, the inlet relative pressure was reduced to $\Delta P = 4 \text{ Pa}$ for the long channel. As can be seen, condensation driving force starts pulling vapour from the top. Thus, the mixture velocity near the beginning of the cooled section ($x/L_2 = 0$) is positive. This means that vapour is coming from both top and bottom of the channel. The outflow is at the bottom which contains liquid and a small amount of vapour. The vapour downflow is caused by the shear force at the interface.

V. SUMMARY AND CONCLUSIONS

A numerical model was presented for steady, laminar reflux condensation from vapour-gas mixtures based on the complete elliptic set of equations. A sharp interface tracking method and a fully coupled solution approach were used.

Numerical results were obtained for steam-air mixture flow in two different channel lengths for two different relative inlet pressures. Pure vapour and gas-vapour mixture with gas mass fraction of 0.001 with fixed inlet-to-wall temperature difference were investigated. Sample results were given for the axial variation of the film thickness as well as selected axial velocity profiles and gas mass fraction.

Velocity profiles in the mixture demonstrated that there is a boundary point between the upflow and downflow. The downflow region gets smaller toward the outlet. Also, it was shown that for the channel with short cooled section, this region is smaller.

For the cases with the presence of gas, the highest gas mass fraction values were observed at the interface due to the vapour removal caused by condensation.

The effect of relative pressure value was discussed. It was shown that for avoiding mass coming in from the outlet (top of the domain), the inlet relative pressure should be sufficiently
large. Otherwise, the condensation driving force starts pulling mass in from the outlet.
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APPENDIX A

NOMENCLATURE

\begin{itemize}
  \item $A$ : area, \([m^2]\)
  \item $C_{fp}$ : specific heat, \([J/kg \cdot K]\)
  \item $D$ : diffusion coefficient, \([m^2/s]\)
  \item $g$ : acceleration due to gravity, \([m/s^2]\)
  \item $h_{fg}$ : latent heat of vapourisation, \([J/kg]\)
  \item $H$ : channel half width, [m]
  \item $L$ : plate length, [m]
  \item $k$ : thermal conductivity, \([W/m \cdot K]\)
  \item $m$ : mass flow rate, \([kg/s]\)
  \item $n$ : normal direction, [m]
  \item $n$ : normal unit vector
  \item $N_{g,y}$ : number of nodes along the \(y\) direction, liquid region
  \item $N_{g,x}$ : number of nodes along the \(x\)-direction
  \item $P$ : pressure, \([N/m^2]\)
  \item $P_{ref}$ : relative pressure, \((P_{in} - P_{ref})/P_{ref}\)
  \item $Re_{in}$ : inlet Reynolds number, \((4 \rho_{in} U_{in} H)/\mu_{in}\)
  \item $r_e$ : expansion factor in \(x\) direction
  \item $r_{y,M}$ : expansion factor in \(y\) direction, mixture region
  \item $s$ : tangent unit vector
  \item $T$ : temperature, [K]
  \item $t$ : time, [s]
  \item $U$, $V$ : velocities in the Cartesian \(x\) and \(y\) directions, \([m/s]\)
  \item $U_H$ : average velocity in \(x\) direction, \([m/s]\)
  \item $V_i$ : tangential velocity vector, \([m/s]\)
  \item $W$ : gas mass fraction, \(\frac{m_g}{m_{tot}}\)
  \item $x*$ : dimensionless length, \(x/H\)
  \item $x$, $y$ : Cartesian coordinate directions, [m]
  \item $\alpha$ : characteristic length, [m]
  \item $\beta$ : characteristic time, [s]
  \item $\epsilon$ : turbulent kinetic energy, \([J/m^3]\)
  \item $\epsilon_t$ : turbulent kinetic energy dissipation rate, \([W/m^3]\)
  \item $\nu$ : molecular viscosity, \([m^2/s]\)
  \item $\psi$ : viscosity effective, \([m^2/s]\)
  \item $\theta$ : angle, \([radians]\)
  \item $\Delta$ : area, \([m^2]\)
  \item $\nabla$ : gradient operator
  \item $\nabla$ : divergence operator
  \item $\hat{\nabla}$ : unit-normal vector
  \item $\delta$ : thickness of the condensate layer, [m]
  \item $\delta^*$ : dimensionless film thickness \(= \delta/H\)
  \item $\mu$ : dynamic viscosity, \([N \cdot s/m^2]\)
  \item $\tau$ : stress tensor, \([N/m^2]\)
  \item $\rho$ : density, \([kg/m^3]\)
\end{itemize}

Greek Letters

\begin{itemize}
  \item $\eta$ : dimensionless \(y\)-direction coordinate
  \item $\delta$ : thickness of the condensate layer, [m]
  \item $\delta^*$ : dimensionless film thickness \(= \delta/H\)
  \item $\mu$ : dynamic viscosity, \([N \cdot s/m^2]\)
  \item $\tau$ : stress tensor, \([N/m^2]\)
  \item $\rho$ : density, \([kg/m^3]\)
\end{itemize}

Subscripts

\begin{itemize}
  \item $c$ : referring to the cooled section
  \item $cond$ : referring to the condensate
  \item $e$ : referring to the east
  \item $g$ : referring to the gas
\end{itemize}

\begin{itemize}
  \item $i$ : referring to the liquid-mixture interface
  \item $L$ : referring to liquid
  \item $M$ : referring to mixture
  \item $ref$ : referring to reference
  \item $sat$ : referring to saturation condition
  \item $v$ : referring to vapour
  \item $w$ : referring to the west
  \item $wall$ : referring to the wall
\end{itemize}
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