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Abstract—The exponential growth of social media arouses much attention on public opinion information. The online forums, blogs, micro blogs are proving to be extremely valuable resources and are having bulk volume of information. However, most of the social media data is unstructured and semi structured format. So that it is more difficult to decipher automatically. Therefore, it is very much essential to understand and analyze those data for making a right decision. The online forums hotspot detection is a promising research field in the web mining and it guides to motivate the user to take right decision in right time. The proposed system consist of a novel approach to detect a hotspot forum for any given time period. It uses aging theory to find the hot terms and E-K-means for detecting the hotspot forum. Experimental results demonstrate that the proposed approach outperforms k-means for detecting the hotspot forums with the improved accuracy.
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I. INTRODUCTION

SENTIMENT analysis is one of the emerging research area within data mining and Natural Language Processing (NLP), which automatically extracts, classifies and understands the opinion generated by users. The existing information resources are easily integrated with the sentiment analysis techniques for enhancing the information. Rapid growth of web and information age arouses much attention on public opinion and most of these are in unstructured and semi structured format. It is difficult to decipher automatically as well as it is very much difficult for the customers to acquire information that are useful to them. This has motivated on the online forums hotspot detection, where the useful information are quickly made available to the customers which might make them benefit in decision making process.

Nowadays, the tremendous growth of information is available in social media sites such a twitter [1], forums [2], [13] face book, blogs and news reports etc., are having large volume of public opinion information. It is essential to extract sentiment information from these social networks for making predictions in time and understand the trends of the opinion correctly. Exploiting social media sentiment textual information in addition to numeric historical time series stock data increases the prediction accuracy with quality of the data. The social media are platforms of open, honest and real sharing of news to clarify investment behavior in the stock market.

Although timely access to information [3] is becoming increasingly important in today’s knowledge-based economy, gaining such access is no longer a problem because of the widespread availability of broadband in both homes and business. However, traditional topic detection methods are not much effective for detecting the hotspot forums application. Therefore, a specific approach is needed to detect hotspot in specific time slot.

The primary aim of this research paper is to investigate the online forums hotspot detection based on enhanced k-means and aging theory. Experimental results show that there is some causal relationship between public sentiment in the forum and hotspot detection. The accuracy of hotspot forum detection can be significantly improved by the incorporation of aging theory for identifying the relevant terms.

The rest of the paper is structured as follows: Section II briefly discusses the review of related works. The details of the proposed system are presented in Section III. The experimental setup and empirical results drawn from the proposed system are compared with the others is discussed in Section IV and Section V concludes the paper.

II. REVIEW OF RELATED WORKS

The hotspot forum is defined as a forum that appears frequently over a time period and has bulk threads as well as posts. The hotness of a forum depends upon how often it covers hot terms and many discussions that contains those terms. Moreover, no forum can remain hotspot indefinitely, (ie) for any hot topic or emerging area goes through a lifecycle of birth, growth, maturity and death. Since, the hotspot of each forum or topic evolves over a given period of time.

A hotspot forum “f” has the following characteristics:

- It appears in many discussions
- It has many threads
- It has many comments / posts / replies
- It has many viewers
- It varies in popularity over a time

Mining of online reviews has become a flourishing frontier in today’s environment as it can provide a solid basis for predicting future events [4]. Therefore, internet public opinion monitoring and analyzing [5] have become a hot issue in recent years. Although news certainly influences the stock market prediction and play a significant role in financial decisions. The sentiments expressed in twitter can predict the box office receipts. It is therefore reasonable assumption that
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the public sentiments in social media can predict the stock price directional movements as up/down.

Yet, major works done with sentiment analysis mainly focuses on the product review, movie review and blogs [6]. On the other hand, the lexicon developed for one domain misclassifies information in another domain. Since, they are domain dependent.

A term weighting approach plays major role to identify significant or representative information from large collection of documents. There are many ways to evaluate the significance of terms present in the documents. TFIDF is a most common method for identifying the representative terms. It is not suitable for finding the hot topic because it treats all the words equally and linearly follow the distribution. In another approach TFPDF assigns higher weights for frequent words those appearing in multiple documents. Even though it identifies the hot term efficiently but it suffers to omit the popularity of the term.

Identifying variations in the distribution of key terms over a time period is an important task for hotspot detection. Therefore, it is very much essential to identify the life cycle stage of a key term for detecting the hotspot. Key terms have the features of representativeness, conciseness, timelines, high degree of association, mass information and are helpful for detecting the hotspot of the forums. The keywords are used in blogs, news, internet public opinion, web applications to detect the hotness in their respective sources.

In [7] Back Propagation Neural network based classification algorithm was used to evaluate the hotness of the topic through its popularity, quality and message distribution. In another work [8] semi automatic approach was proposed to find the hot events. In [9] hot terms were extracted based on the TFPDF with lifecycle to detect the hot topics. The hot topic [10] detection during a time interval was detected based on burstiness. The statistics and correlation of popular words in network traffic content to extract popular topics on the internet. The aging theory was used in detecting the hot topic in BBS [11] also.

The above discussed approaches could analyze text opinion and detect hot topic efficiently. However, online forum has some specific structures and those approaches were not completely suitable for it. The proposed system consists of a novel approach to find the hotness of the key terms for online forums hotspot detection.

### III. THE PROPOSED SYSTEM

The tremendous growth of social media arouses much attention on public opinion and it provides a lot of opportunities to analyze as well as for predicting the hotspot. Moreover, hot topic detection is flourishing more and more popular, many approaches were proposed to predict the popularity. Although the conventional approaches used in information retrieval such as TFIDF and TFPDF alone might not give good results, since the document features are sparse in forum data. Therefore, in this paper a novel approach is used to identify the key terms based on aging theory for hotspot forum detection. The enhanced k-means algorithm is also used for improving the hotspot detection accuracy. The schematic process of proposed system is shown in Fig. 1.

#### A. Data Gathering

The data set used in this experimental research is acquired from forums.digitalpoint.com [14] and after data cleaning they are formatted to 39 different forums and 1933 threads. The data collection is initiated by crawling all the URL links of 50 forums and its links are stored in the data base. Then all the topic posts and the comment posts contained in the corresponding web pages and their links are parsed and they are stored in the data base.

#### B. Preprocessing

The raw data collected from the forum is preprocessed by eliminating the noise data, non-opinion information, removal of stop words and stemming. Noise data include forums with picture postings that are not clearly shown online.

Irrelevant data are from forums where the posting contents are not related to the forum threads at all. The threads that have no replies and the forums that have no threads across the time window are also removed. Finally after cleaning, 39 forums are narrowed down within the time span from January to December and each time window is a half month length (i.e., Fifteen days duration) over the year 2011. The data before cleaning and after cleaning are listed in Table I.

#### C. Feature Construction

![Feature Construction Diagram](image)

The preprocessing work is followed by feature extraction. There are four kinds of features are constructed from the forum data for hotspot detection as is follows in Table II.

1. Historic based features (F-His)
2. Statistical based features (F-Sta)
3. Semantic based features (F-Sem)
4. Sentiment based features (F-Sen)

#### Table I: Data View Before Cleaning and After Cleaning

<table>
<thead>
<tr>
<th>Particulars</th>
<th>Before Cleaning</th>
<th>After Cleaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of forums</td>
<td>50</td>
<td>39</td>
</tr>
<tr>
<td>No. of threads</td>
<td>2,916</td>
<td>1,933</td>
</tr>
<tr>
<td>No. of replies</td>
<td>39,239</td>
<td>21,245</td>
</tr>
<tr>
<td>No. of views</td>
<td>84,321</td>
<td>53,218</td>
</tr>
</tbody>
</table>

#### Fig. 1 The Proposed System Process
D. Feature Selection

The feature selection uses the life time support of the key terms for detecting the hotspot forums. After constructing the features to identify the most significant features among TFIDF, TFPDF and TSFISF the aging theory is used to select for hotspot detection. Simply considering the term frequency is not enough for detecting the hotspot forum. Thus, the variant usage of the term is also taking into account with time analysis.

1. Aging Theory Frame Work

Chen [12] is the first person who models the topic using aging theory. The life cycle of a topic is divided in to four parts namely birth, growth, decay and death. In order to track the life cycle of topic or event, it uses energy function. Whenever there is an increase in energy that shows the popularity of the topic during that time period and diminishes.

The timeline is divided into an equal width of intervals. The proposed system time span from January to December and each time slot is a half month length (i.e., Fifteen days duration) over the year 2011. There are twenty four time slots each time slot is a half month length (i.e., Fifteen days duration) over the year 2011. There are twenty four time slots (i.e., Fifteen days duration) over the year 2011. There are twenty four time slots.

The proposed system extracts the hot terms based on frequency, topicality and pervasiveness.

2. Hot Term Weight Computation:

Consider a forum text stream arriving in sequence of time slots S1, S2, ..., Sk from different intervals I11, I12, ..., I1i, i.e., the set of documents D = {D11, D12, ..., D1k, D21, D22, ..., D2k, ..., Di1, Di2, ..., DiK}. Where ‘i’ denotes numbers of intervals and ‘k’ denotes number of time slots. The process of computing hot term weighting is shown in the following algorithm in Fig. 2.

E. Hotspot Detection Using K-means Clustering:

The K-means clustering is an efficient and a simple algorithm, it has a wide applications. Although, it has many advantages of being easy to implement, efficient, it has some disadvantages also. The effectiveness of the K-means clustering is depending up on the initial centroids selection. The accuracy of this algorithm may relatively poor due to the random selection of the initial centroids. Since, the quality of the final clusters have mostly depending up on the selection of the initial centroids and we get different cluster centroids for different runs for same data objects. The flow of the K-means algorithm is shown in Fig. 3.

After identifying significance hot terms, clustering can be carried out using K-means algorithm. Each forum may be represented as a data point in a vector space. A vector is used to represent any forum and it is composed of four kinds of elements from Table II. These datasets are given as the input to the k-means clustering where a clustered view of all the forums is obtained. The hotspot and non-hotspot forums

---

**TABLE II**

<table>
<thead>
<tr>
<th>Feature types</th>
<th>Statistic based</th>
<th>Semantic based</th>
<th>Sentiment based</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of threads</td>
<td>TFIDF</td>
<td>TFPDF</td>
<td>TSFISF</td>
</tr>
<tr>
<td>No. of replies</td>
<td>TFIDF</td>
<td>TFPDF</td>
<td>TSFISF</td>
</tr>
<tr>
<td>No. of views</td>
<td>TFIDF</td>
<td>TFPDF</td>
<td>TSFISF</td>
</tr>
<tr>
<td>Avg. threads</td>
<td>TFIDF</td>
<td>TFPDF</td>
<td>TSFISF</td>
</tr>
<tr>
<td>Avg. replies</td>
<td>TFIDF</td>
<td>TFPDF</td>
<td>TSFISF</td>
</tr>
<tr>
<td>Avg. views</td>
<td>TFIDF</td>
<td>TFPDF</td>
<td>TSFISF</td>
</tr>
</tbody>
</table>

- energyFun() – converts a term’s nutrition value into an energy value. energyFunction’() converts an energy value into a term’s nutrition value.

\[ \text{energyFun}(t) = \ln(\text{life}_{t,\text{SI}}) \]  

\[ \text{energyDec}(t) = \text{energyFun}(t) - \delta \]  

\[ \delta \] - is the decay nutrition factor and it is an empirical constant.

- getVar() – computes the variance of the life support value of term .

\[ \text{Var}_{t} = \frac{1}{N} \sum (\text{life}_{t,\text{SI}} - \text{life}_{t,\text{SI}}')^2 \]  

N – number of intervals in given time slot Si, \(\text{life}_{t,\text{SI}}'\) - average life support of term ‘t’

---
obtained, within each time window are those closest to the theoretical centers of clusters.

1. For each term ‘t’ in each time interval [ij] in the time slot Si
2. Compute TFIDF, TFPDF, TSFIFS weight as Wt1, Wt2, Wt3 respectively.
3. Compute position weight as PWt with the following constraints
   If position of ‘t’ is thread then PWt = 1
   Else PWt = 0.5
4. Compute aging theory based energy, life support, energy decay and variance for the term ‘t’ as follows
   \( E_{tri}, \text{if esup}_{tri}, \text{if esup}_{tri} \\), Var_t
5. Loop
6. Compute R1 = Rank of term weight Wt1 / Wt2 / Wt3
7. Compute R2 = Rank of
8. Compute new weight for ‘t’ using following
   \[ \text{New Wt1} = a1Wt1 + a2PWt + a3\Var_t \left(1 + \frac{R1 - R2}{T}\right) \]
   \[ \text{New Wt2} = a1Wt2 + a2PWt + a3\Var_t \left(1 + \frac{R1 - R2}{T}\right) \]
   \[ \text{New Wt3} = a1Wt3 + a2PWt + a3\Var_t \left(1 + \frac{R1 - R2}{T}\right) \]
9. R1 to be higher value gets top rank and at the same time lower value of R2 gets top rank for the term ‘t’.
9. End

Fig. 2 Hot Term Computation Algorithm

1. Select K data objects randomly from data set as initial centroids
2. Repeat
   - Assign each data object xi to the closest cluster which has the closest centroid i.e., to minimize the squared error function (SE)
     \[ SE = \sum_{i=1}^{n} \sum_{c=1}^{k} \|x_i - C_c\|^2 \]
     and this shows the intra cluster similarity.
   - Compute the new center for each cluster
3. Until convergence is met

Fig. 3 K-means Algorithm

1. For each column of the data object, find the Low Value (LV) and High Value (HV) element.
2. Compute range = HV - LV
3. Select the column having maximum range value
4. Sort the data objects according to the selected column in the step 3.
5. Divide the data objects in to ‘K’ parts as equal size as \( C_1, C_2, ..., C_K \)
6. Compute the median value as the initial centroids
   \[ C_i = \frac{\text{Median}(x_i)}{2} \]
7. Repeat
   - Assign each data object xi to the closest cluster which has the closest centroid i.e., to minimize the squared error function (SE)
   \[ SE = \sum_{i=1}^{n} \sum_{c=1}^{k} \|x_i - C_c\|^2 \]
     and this shows the intra cluster similarity.
   - Compute the new center for each cluster
3. Until convergence is met

Fig. 4 E-K-means Algorithm

\[ F. \text{Hotspot Detection Using E-K-means Clustering:} \]

In this section, the proposed initial centroid assignment can improve the performance of K-means algorithm. The flow of the E-K-means algorithm is shown in Fig. 4.

IV. EXPERIMENTAL RESULTS

The experimental results obtained for hotspot forum with the different term weighting is shown in the Table III. The performance measures used for evaluating the proposed system are Accuracy, Precision and Recall is defined as follows in (6)-(8):

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]  
(6)

\[ \text{Precision} = \frac{TP}{TP + FP} \]  
(7)

\[ \text{Recall} = \frac{TN}{TP + FN} \]  
(8)

where, TP denotes the number of forums that are estimated as hotspots. TN denotes the number of forums that are estimated as non-hotspots .FP denotes the number of forums that are estimated as hotspots but they are non-hotspots. FN denotes the number of forums that are estimated as non-hotspots but they are hotspots.

Table IV represents the precision and recall measures for K-means and E-K-means algorithm during time slots S1, S2, ..., S12.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>THE RESULT OF ACCURACY % FOR K-MEANS AND E-K-MEANS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measures</td>
<td>K-means</td>
</tr>
<tr>
<td>Historic based Features (F-His)</td>
<td>64.1</td>
</tr>
<tr>
<td>Statistics based Features (F-Sta)</td>
<td>67.04</td>
</tr>
<tr>
<td>Semantic based features (F-Sem)</td>
<td>70.28</td>
</tr>
<tr>
<td>Sentiment based features (F-Sen)</td>
<td>72.12</td>
</tr>
<tr>
<td>All(F-His, F-Sta, F-Sem &amp; F-Sen)</td>
<td>74.80</td>
</tr>
</tbody>
</table>

Table IV represents the precision and recall measures for K-means and E-K-means algorithm during time slots S1, S2, ..., S12.

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>THE PERFORMANCE MEASURES OF K-MEANS AND E-K-MEANS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Slot</td>
<td>K-means</td>
</tr>
<tr>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>S1</td>
<td>75.00</td>
</tr>
<tr>
<td>S2</td>
<td>72.73</td>
</tr>
<tr>
<td>S3</td>
<td>60.00</td>
</tr>
<tr>
<td>S4</td>
<td>55.56</td>
</tr>
<tr>
<td>S5</td>
<td>70.00</td>
</tr>
<tr>
<td>S6</td>
<td>66.67</td>
</tr>
<tr>
<td>S7</td>
<td>72.73</td>
</tr>
<tr>
<td>S8</td>
<td>50.00</td>
</tr>
<tr>
<td>S9</td>
<td>57.14</td>
</tr>
<tr>
<td>S10</td>
<td>70.00</td>
</tr>
<tr>
<td>S11</td>
<td>63.64</td>
</tr>
<tr>
<td>S12</td>
<td>55.56</td>
</tr>
</tbody>
</table>

Fig. 5 represents the goodness of the proposed E-K-means performance measures with K-means algorithm. The obtained results show that accuracy of hotspot forum detection can be
significantly improved by the incorporation of sentiments and initial centroid assignment.

![Fig. 5 The Performance measures of K-means and E-K-means](image)

V. CONCLUSION

The online forums hotspot detection is a promising research field in the web mining and it guides to motivate the user to take right decision in right time. The proposed system consist of a novel approach to detect a hotspot forum for any given time period. It uses aging theory to find the hot terms and E-K-means for detecting the hotspot forum. Tables III and IV suggest that the proposed E-K-means algorithm gives optimized results than that of K-means algorithm. The obtained result shows the improvement of accuracy level of E-K-means from 74.80% to 80.88%. When comparing the accuracy of E-K-means with K-means there is a 6.07% improvement is obtained. The same way when comparing the precision and recall result of K-means with E-K-means there is a 9.54% and 8.96% improvement is obtained in the proposed system. This shows proposed E-K-means approach outperforms k-means for detecting the hotspot forums with the improved accuracy.
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