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Abstract—The scheduling and mapping of tasks on a set of processors is considered as a critical problem in parallel and distributed computing systems. This paper deals with the problem of dynamic scheduling on a special type of multiprocessor architecture known as Linear Crossed Cube (LCQ) network. This proposed multiprocessor is a hybrid network which combines the features of both linear types of architectures as well as cube based architectures. Two standard dynamic scheduling schemes namely Minimum Distance Scheduling (MDS) and Two Round Scheduling (TRS) schemes are implemented on the LCQ network. Parallel tasks are mapped and the imbalance of load is evaluated on different set of processors in LCQ network. The simulations results are evaluated and effort is made by means of through analysis of the results to obtain the best solution for the given network in term of load imbalance left and execution time. The other performance matrices like speedup and efficiency are also evaluated with the given dynamic algorithms.
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I. INTRODUCTION

The performance of parallel application running on multiprocessor system depends heavily on the mapping of tasks on a network of processor. This mapping of independent tasks is referred to as a task scheduling problem which plays a critical role to utilize the maximum benefits of parallel computing system. A parallel system without proper task scheduling algorithm may nullify the benefits of parallelization. Several researches have produced a number of algorithms to handle the problem of task assignment on multiprocessor systems [1]-[5]. Broadly the problem of task scheduling can be classified into two categories namely static task assignment and dynamic task assignment.

In static, the decision of task assignment takes place in advance whereas in dynamic task assignment algorithm the decision is taken on the fly, no prior knowledge is available. Static mapping does not involve overhead on the execution time, on the other hand dynamic mapping incurs more overload and are complex in nature. Dynamic task allocation is well advanced and can be applied to a number of real world applications [2]. Due to its key importance, the task assignment problem has been comprehensively studied and various methods have been reported in the literature [6]-[10].

Over the time, many scheduling policies were introduced which are designed to achieve their goals such as efficient utilization of process elements, minimization of resource idleness or decreasing the total execution time. Some techniques are specific to a particular type of multiprocessor architecture. These approaches are developed using different strategies such as Minimum Distance Strategy (MDS) [11], Hierarchical Balancing Method (HBM) [2], Two Round Scheduling Scheme (TRS) [12] and Multi-stage Scheduling Scheme [13]. There are algorithms which operate and optimize the task scheduling based on the prediction of process behavior. These algorithms consider the process behavior extraction, classification and prediction [14]. Iterative greedy approach is also a notable scheme to minimize the total execution time and communication cost [15]. The main idea in this algorithm is to improve the quality of the assignment in an iterative manner using results from previous iteration [15]. These schemes are applied on specific parallel system and the performance has not been extensively studied on a hybrid type of multiprocessor system. This paper is devoted to investigate the scheduling problem on a hybrid multiprocessor architecture [16]. The proposed network inherits the properties of cube based network as well as linear type of networks and named as Linear Crossed Cube (LCQ) network. It has smaller diameter, lesser number of nodes and complexity and linear extensibility. Two standard dynamic algorithms namely MDS and TRS algorithms which were designed originally for cube based multiprocessor networks are selected for implementation on the proposed LCQ network [11], [12]. Simulation results are evaluated and a comparative study based on various performance parameters is carried out on the results obtained by the algorithms.

The rest of the paper is organized as follows: Sections II describes the proposed multiprocessor architecture and its characteristics. In Section III, the dynamic algorithms are described. The simulation results are discussed in Section IV and the comparative study is made. Finally, the paper is concluded in Section V.

II. PROPOSED MULTIPROCESSOR ARCHITECTURE AND ITS CHARACTERISTICS

A. Linear Crossed Cube (LCQ)

The Proposed LCQ network is undirected graph and grows linearly in cube like shape. Let $q$ be the set of designated processor of $Q$ thus, $q = \{P_i\}, 0 \leq i \leq N-1$. The Link functions $E1$ and $E2$ define the mapping from $q$ to $Q$ as.
The two functions E1 and E2 indicate the links between various processors in the network.

Let Z be a set of N identical processors, represented as

\[ Z = \{ P_0, P_1, P_2, ..., P_{N-1} \} \]

The total number of processors in the network is given by

\[ N = \sum_{k=1}^{n} K \]

where \( n \) is the depth of the network. For different depth, network having 1, 3, 6, 10, 15, 21... processors are possible.

In order to define the link functions, we denote each processor in a set \( K \) as \( P_{\text{in}} \) \( n \) being the level/depth in LCQ where, the processor \( P_1 \) resides. As per the LCQ extension policy, one or two processors exist at level/depth \( n \). Thus at level 1, \( P_0 \) and \( P_1 \) exit and similarly at level 2, \( P_2 \) and \( P_3 \) exist as shown in Fig. 1.

![Fig. 1 Linear Crossed Cube with Eight Processors](image)

**B. Characteristics of LCQ**

The following are the various topological properties of the LCQ network.

- **Number of Nodes:** The LCQ is an undirected graph, where the total number of nodes is:

\[ N = \sum_{k=1}^{n} K \quad \text{e.g.} \quad \{1, 3, 6, 15, 21\ldots\} \]

It shows that the network grows linearly, where 1 \( \leq K \leq n \), \( n \) is the level number up to which the network is designed.

- **Degree:** The degree of nodes is defined as the total number of edges (n-1) incident on each vertex. The degree of each vertex in the LCQ is remain constant i.e. 4 irrespective of the depth of network.

- **Diameter:** The diameter of network is the maximum eccentricity of any node in the network. It is the greatest distance between any pair of nodes. In LCQ, it is observed that the diameter does not always increase with the addition of a layer of processors. The diameter of LCQ is \( L(N)D \).

- **Cost of LCQ:** The cost of a network could be obtained as the product of the degree and diameter, hence for an LCQ the cost is equal to \( 4(N) (L(N)D) \). Therefore, the cost is dependent on the value of diameter.

**Extensibility:** The major advantage of proposed LCQ network is that its extension can be carried out in a linear fashion by adding one or two nodes in every extension. When single node is added, we call it odd extension and similarly an even extension can be made by adding two nodes in a particular extension. The important feature is that the proposed LCQ network does not have an exponential extension.

Among the better known architectures on which much work has been done in particular are HC, CQ and SCQ. The LEC is another architecture different from HC, however, possesses many useful properties. Motivated by the properties of LEC, CQ and SCQ the proposed LCQ network has been designed. The above topological properties are analyzed with the above mentioned architectures. The values of various parameters are evaluated mathematically for comparison purpose. Table I gives a summary of various parameters for different type of multiprocessor networks.

**TABLE 1**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>HC</th>
<th>CQ</th>
<th>SC</th>
<th>SCQ</th>
<th>LEC</th>
<th>LCQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>( 2^n )</td>
<td>( 2^n )</td>
<td>( n2^n )</td>
<td>( n2^n )</td>
<td>2n</td>
<td>( \Sigma K )</td>
</tr>
<tr>
<td>Diameter</td>
<td>( n )</td>
<td>( n )</td>
<td>( m+n )</td>
<td>( m+n )</td>
<td>( m+n )</td>
<td>( (L(N)D) )</td>
</tr>
<tr>
<td>Degree</td>
<td>( n )</td>
<td>( n )</td>
<td>( m+n )</td>
<td>( m+n )</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Cost</td>
<td>( n^2 )</td>
<td>( n^{n+1} )</td>
<td>( (m^{n-1}) )</td>
<td>( (m^{n-1}) )</td>
<td>( 4nD )</td>
<td>( 4L(N)D )</td>
</tr>
</tbody>
</table>

**III. ANALYSIS OF VARIOUS EXISTING ALGORITHMS**

The most common state-of-art techniques are based on reducing the communication overhead and consequently the total execution time. The goal is to maximize the overall CPU utilization while offering better performance by parallel execution of concurrent tasks. The performance of a parallel application running on a set of processors heavily depends on the mapping of tasks partitioned from the application onto the available processors in the system [15]. The performance evaluation can be made in term of comparisons metrics such as Load Imbalance Factor (LIF), execution time (ET), speed up (SP) and efficiency (E) of the parallel program execution on different set of processors [16]-[20]. The multiprocessor scheduling environment uses more than one processor to execute its processors. Therefore, the performance is evaluated and analyzed on different networks which consist of a number of identical processors or nodes. Though many approaches have been reported for mapping tasks on multiprocessors networks, we considered the two recently reported schemes which were originally designed for cube based system. These algorithms consider the basic approach of mapping and migration depending up on the level of connectivity. In the first approach the concept of minimum distance property has been incorporated which considers only the directly connected nodes among the network therefore named as minimum distance scheduling (MDS). The pseudo code for the algorithm is given in Fig. 2.
Assume the AL (Absolute Load), RAL (Round Absolute Load), PM (Total number of processors are given) /* Generate the next level of task generation */
zs = 2 * zs;
zs = 3 * zs;
if (zs [it_count2] > RAL)
  /* migrate till load at nodes becomes equal to or less then RAL */
  while (true)
    
    if (zs [it_count2] <= RAL)
      break;
  }

/* Display(" node %d is connected to %d through %d", i, j, adj [i][j]); */

if (level = = 1)
  /* Display(\"node %d is connected to %d: %d\", i, j, adj [i][j]); */

for(int k = 0; k < no_proc; k++)
  return adj [i][j];

migrate (p_number)
/* Generate the next level of task generation */

Assume the TRS scheme takes into consideration those acceptor nodes which are not connected directly to donor node. There may be more than one path between the donor and acceptor processors which require multi-hop. To maintain the efficiency of algorithm the TRS limits level of connectivity up to one intermediate node between donor and acceptor nodes. The Pseudo code for the TRS is going in Fig. 3.

A. Task Scheduling Model
The model of parallel system on which the task assignment is carried out consists of set of fully connected processors or nodes. There are no precedence relations between tasks and any task can be executed cost. The overall cost depends up on the mapping of application and the communication cost incurred in the network. In the proposed model the tasks are generated in a deterministic manner in the form of a regular tree. Each node of the tree represents a task, and executed in parallel in breadth-first manner starting from the root task which is assigned to some given nodes of the network. The total number of nodes in the task tree at level represents a particular stage of the load. We consider the two patterns of tree structure namely binary tree and ternary tree structure.

B. Performance Parameters
The performance analysis of task scheduling on the proposed network is carried out based on the following parameters.

Load Imbalance factor (LIF):- The Load imbalance factor for $K^{th}$ stages, denoted as $LIF_k$ is defined as.

$$LIF_k = (\text{max} \{\text{load}_k (P_i) - \text{ideal-load}_k\} / \text{ideal-load}_k,$$

where, ideal-load$_k$ $(\text{load}_k (P_0)+\text{load}_k (P_1)+\ldots+\text{load}_k (P_{N-1})) / N$ and max$(\text{load}_k (P_i))$ denotes the maximum load pertaining to stage $K$ on a processor $P_i$, $0 \leq i \leq N-1$, and load$_k (P_i)$ stands for the load on processor $P_i$ due to $K^{th}$ stage. Each stage of the task structure (Load) represents a finite number of tasks.

Execution Time (ET):- The execution time of a given task is defined as the time spent by the system executing spent executing run-time or system services on its behalf. The execution time is the time during which a program is running (executing), in contrast to other phases of a program's lifecycle. The Execution time is used to calculate the runtime of scheduling algorithm which includes waiting time of job in queue and runtime in each resource.

Speedup (SP):- Speedup is the ratio of sequential execution time and parallel execution time.

$$SP = \frac{\text{Sequential Execution Time (SET)}}{\text{Parallel Execution Time (PET)}}$$

Efficiency (E):- The ratio of speedup and total number of processors (N) is called efficiency of a parallel program. Higher speedup or using lesser number of nodes makes the system efficient.

$$E = \frac{SP}{N}$$

IV. RESULT AND DISCUSSION
In this section the simulation results after implementing the dynamic task scheduling algorithm on LCQ network are discussed along with the comparative study of various results.

A. Simulation Results
In order to evaluate the performance of task scheduling on the proposed LCQ network the various parameters are evaluated. The criteria of an efficient scheduling algorithm depend up on the effective utilization of nodes by distributing tasks evenly. The effectiveness of node utilization could be measured in terms of LIF. The LIF represents the load imbalance left after a scheduling operation is performed on the available network. In the given work, the LIF's are computed with different algorithm by considering uniform task generation on a network of eight nodes. These results are shown in Figs. 4 and 5 by the curves plotted as LIF against the load stages.
When MDS scheme is implemented on the LCQ network the task are scheduled with two types of tree type task structures. The mapping of task is performed at various levels of task structures and behavior is shown in the curves given Fig 4. It is clear from the curves that the LIF remains non zero even for higher stages of the load. On the other hand when TRS scheme is implemented the LIF is continuously reducing and become zero at $7^{th}$ level of task structure.

Similar results are evaluated with the same algorithm for a different type of task structure namely complete ternary tree and the curves are plotted and shown in Fig. 5. The results obtained indicate that both the scheduling are performing well when implemented on the given network, however, TRS scheme produced better performance as compare to MDS. In this case the performance of MDS is comparatively better as compare to binary task tree structure.

To further analyze the effectiveness of the scheduling algorithms we used other parameters like speedup and efficiency when parallel tasks are mapped on the LCQ network. Since the TRS algorithm performing well in terms of LIF we evaluated these parameters by implementing the TRS algorithm with two different type of task structure on different sets of processors. These results are given in Tables II and III. The results show that efficiency is not only dependent upon the number of nodes it also depends upon the type of task structure used. For instance, when task is generated evenly; the network with odd number of nodes results better efficiency and high speed up and vice-versa.

The comparative study is made on the basis of the minimum value of LIF obtained when MDS and TRS are implemented on the LCQ network with eight processors. The Results are shown in Figs. 4 and 5 which indicate that both the scheduling algorithms producing better results when sufficient number of task are available on the network. Similarly, the comparison is made on the maximum and minimum value of LIF with different sets of processor that's four, five, six, seven and eight processors. These results are shown in Figs. 6 and 7.

In case of complete ternary tree MDS and TRS are having same maximum and minimum value of LIF on four, five, six, seven and eight processors of LCQ multiprocessor network as depicted in Fig. 7.

The maximum value of LIF is similar on LCQ network in both the algorithms on different sets of processor for binary type of task structures. However, The MDS scheme has non-zero values of LIF on LCQ with eight processors. Therefore, the MDS scheme is not performing better when numbers of processors are increased.

In case of complete ternary tree MDS and TRS are having same maximum and minimum value of LIF on four, five, six, seven and eight processors of LCQ multiprocessor network as depicted in Fig. 7.

As for as speedup and efficiency are concerned these parameters are evaluated keeping in mind the better performance of TRS. The results are evaluated by implementing TRS on different sets of processors of LCQ network. Table II shows that the maximum speed up and efficiency are obtained when TRS algorithm is implemented.

### Table II

<table>
<thead>
<tr>
<th>Processor</th>
<th>Speedup</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.5</td>
<td>37.56</td>
</tr>
<tr>
<td>5</td>
<td>3.2</td>
<td>64.01</td>
</tr>
<tr>
<td>6</td>
<td>1.6</td>
<td>26.62</td>
</tr>
<tr>
<td>7</td>
<td>3.1</td>
<td>44.28</td>
</tr>
<tr>
<td>8</td>
<td>3.1</td>
<td>39.66</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Processor</th>
<th>Speedup</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.6</td>
<td>40.00</td>
</tr>
<tr>
<td>5</td>
<td>1.6</td>
<td>32.00</td>
</tr>
<tr>
<td>6</td>
<td>1.6</td>
<td>26.66</td>
</tr>
<tr>
<td>7</td>
<td>1.5</td>
<td>21.42</td>
</tr>
<tr>
<td>8</td>
<td>1.5</td>
<td>20.00</td>
</tr>
</tbody>
</table>
VI. CONCLUSIONS

The overall performance of LCQ multiprocessor architecture is affected by a number of the factors, such as imbalance of load among the processor and scheduling overheads. To analyze the performance, two dynamic scheduling schemes Minimum Distance Scheduling (MDS) and Two Round Scheduling (TRS) are implemented on LCQ multiprocessor architecture. The performance is evaluated in terms of Load Imbalance Factor, Speedup and Efficiency. The comparative study shows that both the scheduling schemes are equally performing well on the LCQ network with lesser number of nodes. When number of nodes increase the TRS Scheme produces better results. The efficiency and speedup are not only dependent on the types of scheduling scheme, they are also depending on to the type of task pattern used. When the tasks are generated in binary pattern the algorithm producing better results when odd numbers of processors are considered. On the other hand, when task are generated in the multiple of three better efficiency is obtained with even number of processors by considering the appropriate task structure. The standard dynamic scheduling scheme can be applied to map the parallel task on the proposed LCQ network. In future, we intend to design to design the task structure independent algorithm for the proposed LCQ network.
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