Abstract—The growth in the volume of text data such as books and articles in libraries for centuries has imposed to establish effective mechanisms to locate them. Early techniques such as abstraction, indexing and the use of classification categories have marked the birth of a new field of research called “Information Retrieval”. Information Retrieval (IR) can be defined as the task of defining models and systems whose purpose is to facilitate access to a set of documents in electronic form (corpus) to allow a user to find the relevant ones for him, that is to say, the contents which matches with the information needs of the user. This paper presents a new semantic indexing approach of a documentary corpus. The indexing process starts first by a term weighting phase to determine the importance of these terms in the documents. Then the use of a thesaurus like Wordnet allows moving to the conceptual level. Each candidate concept is evaluated by determining its level of representation of the document, that is to say, the importance of the concept in relation to other concepts of the document. Finally, the semantic index is constructed by attaching to each concept of the ontology, the documents of the corpus in which these concepts are found.
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I. INTRODUCTION

Due to the rapid growth in the volume of electronically stored information, the major problem which arises is to respond to a search query with relevant manner from a set of unstructured documents in a database called the corpus. This research problem is known as Information Retrieval (IR).

Information Retrieval can be defined as a set of techniques and tools dealing with access to information and its presentation, its organization and its storage [1], [2]. The term “information retrieval” is given by Calvin N. Mooers in 1948 for the first time in his thesis [3].

According to [18], an IRS is a set of computer programs that aims to select relevant [9] information that meets users’ needs expressed in the form of queries. Lancaster cited in [19] notes that an IRS does not inform the user on the subject of his research . It simply reports the existence or non-existence of documents relating to his request.

From the above definitions, we can deduce that a user translates its needs in a structured way as a query that it transmits to the information retrieval system.

This one has as a main task to return to the user the maximum of relevant documents in relation to his need (minimum of irrelevant documents). For this, the information search system connects the available information (the corpus documents) and the requirements of the user (the user query).

In the literature we find several representations of the process of information retrieval [16], [17], [20]-[22] which show that the mapping of the information contained in a corpus on the one hand, and information needs of users, on the other hand, is done through two mechanisms: indexing and retrieval (search).

This operation is provided through a process known as the process in U as shown in Fig. 1.
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These IR systems are mainly based on statistical approaches and linguistic approaches of bottom level. These approaches take into account only the lexical or syntactic level, of the textual content of documents to identify words allowing finding documents that meet the needs of the user. The question that arises now is: How to find the rare and hidden document that contains concretes information? How to select documents with information relevant to specific goals?

In this context, the use of ontologies for the expansion of user queries can be a solution to remedy effectively to these problems [27], [28]. On the one hand, ontologies provide resources generally in the form of semantic relations [11], [12] in order to identify the meaning of words in the query and process this query to "expand" the search field. Moreover, they constitute a shared framework (common vocabulary) that the different actors can mobilize [28], [29] to approximate the language of the queries and the documents.
In our work we will present a semantic indexing method based linguistic ontology built from Wordnet [30] [31].

II. AUTOMATIC INDEXING PROCESS

Automatic indexing is a completely automated process that is charged to extract words that characterize the document [14]. Automatic indexing is a set of automated processes on a document which are: segmentation, removal of empty or stop words, stemming or radicalization of words, and weighting.

1) The Tokenization (Segmentation)

The tokenization is also called segmentation. It consists to divide the text into elementary tokens. This is an operation which "locates" strings surrounded by separators (white space, punctuation), and identifies them as words.

2) Elimination of Empty Words (Stop Words)

Stop words (empty words) are prepositions and conjunctions. Elimination of empty words reduces the index, then we gain in storage space, but also the no treatment of empty words reduces the execution time of a System of information retrieval [8]. Seen that reducing the number of terms increases the performance, some systems consider, too, such as empty words some verbs, adjectives and adverbs.

There are two techniques to filter out empty words:

- The use of a predefined list of stop words (also called anti-dictionary / stop-list).
- Count the number of occurrences of words in a document collection. Followed by striking words which their frequency exceeds a certain threshold.

3) Normalization of Index Terms

Normalization is a process that allows grouping the morphological variants of words as a single base. Its goal is to keep in the indexing language, the forms of representative words, which offers considerable gain of storage memory and an effective research. The normalization is based on one of two procedures: Stemming or lemmatization. [13].

a) Lemmatization

Lemmatization is used to group the words of the same grammatical category and transform them to their canonical form called lemma (e.g. different forms of a verb are transformed to infinitive) [10], [7]. This technique is based on the use of software and resources on lemmatization namely: TreeTagger, WinBrill and LEFFF.

Some lemmatizers can treat multiple languages (e.g. TreeTagger treats the English and German languages).

b) Stemming

Stemming transforms a word to its root. A stemmer seeks the root of a word based on its shape and the desired language. For example in French: "écologie, écologiste, écologique" are stemming by one word: "écologie" [13] [8].

In the literature there are several algorithms that are used in stemming as the algorithm of Lovins [23], Paice / Husk [24] algorithm and Porter [25] algorithm.

Snowball [26] is another Stemming tool which was invented by Martin Porter (the creator of the Porter algorithm). There are Snowball stemmers for various languages (French, English, Spanish …)

Experiments have shown that the Stemming and lemmatization significantly increase the search performance for morphologically rich languages such as French and Italian [13].

4) Weighting of Terms

To measure the importance of a word in a document indexing uses the concept of weight. The weighting is to assign a weight to terms of indexing and search. This weight is used to specify the relative importance of words represented in the documentation with respect to those identified in the request. The weighting consists to answer the question if all terms have the same importance and how to assign a weight to the extracted terms?

In general, the weighting formulas used are based on the combination of a local weighting factor quantifying the local representation of the word in the document [4], and a global weighting factor quantifying the overall representation of the term with respect to the collection of documents [10] [2].

- Local Weighting

Local weighting is used to measure the local representation of a term. It takes into account the local information of the term in relation to a given document. It indicates the importance of the term in this document. This weighting is generally measured by the frequency of the term \( t_j \) (term frequency, denoted \( tf_j \) in the document \( d_i \) considered).

- Global Weighting

The global weighting is based on the idea that a term does not distinguish the documents from each other during the search if it is distributed uniformly in all documents in the collection. Thus, this term does not have any discriminatory power. Therefore, the terms that appear in few documents are discriminating and weights are assigned to them. This weighting is expressed by the inverse document frequency \( \text{idf}_j \) of a term \( t_j \) in the collection. It is generally defined by:

\[
\text{idf}_j = \log\left(\frac{N}{n_j}\right)
\]

where \( N \) is the number of documents in the collection; \( n_j \) is the number of documents indexed by the term \( t_j \).

Salton [6] has defined a weighting formula \( tf \times idf \) by:

\[
w_{ij} = tf_{ij} \times \text{idf}_j = tf_{ij} \times \log\left(\frac{N}{n_j}\right)
\]

The measure \( tf \times idf \) is a good approximation of the importance of a term in the document collections composed of document with homogeneous sizes. However, for collections containing documents of varying sizes, words in longer documents appear frequently with very high weight than those
in shorter documents. So the longer documents are more likely to be selected [15], [2], [13].

III. CONSTRUCTION OF A LINGUISTIC ONTOLOGY

The term ontology is used in the field of the Semantic Web and refers to a structured set of concepts in a particular field of knowledge [5], [7].

As part of treatments using texts written in natural language, as the case of information retrieval is therefore necessary to determine the set of synonyms (candidates labels) to uniquely define a concept.

We propose in this phase a process to determine all possible labels of a concept. This process, based on the WordNet thesaurus, to make a match between the paths according to the relationship "is" ("ISA") in the ontology and the paths of synsets in the thesaurus. Version 2.0 of WordNet [30], [31] defines the common name 'car' with five synsets as shown in Fig. 2.
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In our work, the built ontology is a hierarchy of concepts each represented by a term (a label) and a set of synonyms for this term. Some concepts are linked by specific / generic relation, or part / all relation.

IV. PROCESS OF SEMANTIC INDEXING

The objective of the process is to build a semantic index of a corpus based on a linguistic ontology as illustrated in Fig. 3.

The indexing process includes the following steps:

- First, for each of the documents we build an index of terms with their respective frequency (number of occurrences)
- Then the ontology allows determining all concepts associated to the terms previously acquired. This allows building the index by linking the document to the ontology concepts that it contains, with a weight equal to the cumulative frequency of its synonyms.

V. PAIRING DOCUMENT / QUERY

The treatment associated to pairing involves two stages:

- Indexing of the query in the same way as the documents of the corpus for the determination of concepts which gives a result as shown in Table I.

<table>
<thead>
<tr>
<th>Table I: INDEXING OF THE QUERY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concept 1</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>

To match the representation of documents with that of the query using scalar product presented by:

\[ sc [j] = sc [j] + \text{req [i]} \times \text{tf [j] [i]} \]

where \( \text{tf} \) is the weight of each concept for document \( j \)

In this step as the value of the similarity measure (scalar product) is greater as the document is more relevant to the query.

VI. CONCLUSION

In this article, we presented a process for indexing a documentary corpus. This process helps to build a semantic index based on a linguistic ontology built from WORDNET. After the construction of the index of each document that contains the terms with their frequency, we seek to identify the concepts of these terms.

For each concept obtained we calculate its weight which is the accumulated weight of its synonyms in the document. Finally, these concepts are associated with a set of documents in which they are located.
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