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Abstract—In the field of fashion design, 3D Mannequin is a kind of assisting tool which could rapidly realize the design concepts. While the concept of 3D Mannequin is applied to the computer added fashion design, it will connect with the development and the application of design platform and system. Thus, the situation mentioned above revealed a truth that it is very critical to develop a module of 3D Mannequin which would correspond with the necessity of fashion design. This research proposes a concrete plan that developing and constructing a system of 3D Mannequin with Kinect. In the content, ergonomic measurements of objective human features could be attained real-time through the implement with depth camera of Kinect, and then the mesh morphing can be implemented through transformed the locations of the control-points on the model by inputting those ergonomic data to get an exclusive 3D mannequin model. In the proposed methodology, after the scanned points from the Kinect are revised for accuracy and smoothening, a complete human feature would be reconstructed by the ICP algorithm with the method of image processing. Also, the objective human feature could be recognized to analyze and get real measurements. Furthermore, the data of ergonomic measurements could be applied to shape morphing for the division of 3D Mannequin reconstructed by feature curves. Due to a standardized and customer-oriented 3D Mannequin would be generated by the implement of subdivision, the research could be applied to the fashion design or the presentation and display of 3D virtual clothes. In order to examine the practicability-contained research result would come out.
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I. INTRODUCTION

FASHION design is an industry closely connected to our lives. When a designer proposes a variety of design ideas, determining how to specifically present these ideas is an important consideration. Currently there are two methods used in the development of apparel products: one is plane cutting, and the other is three-dimensional cutting. In methods based on plane cutting, the basic pieces required for fashion design are generated by mannequin forms, and patterning is performed through adjusting the scale of the shaped cutting pieces. By contrast, in three-dimensional cutting, designers directly come up with the garment designs on the mannequin to obtain the shaped cuttings of the 2D pieces required for production. Therefore, no matter which method is adopted for fashion design and development, all of the mannequin used by the design profession are important media (Fig. 1 (a)) for the concretization of design ideas (Fig. 1 (b)); more specifically, the process is not only closely related to garment wearing fitness, but also affects the final appearance.

When applying the concept of mannequin to computer-aided fashion design, 3D mannequin links the development and application of the entire design system, thus rendering the 3D mannequin data required for fashion design appears very important.

Therefore, reverse engineering methods can be utilized for surface reconstruction of 3D mannequin based on feature curves (Fig. 2 (a)). By using a non-contact scanner to record the 3D point data of the mannequin used in design profession and intergraded various feature curves defined in the fashion design to the 3D mannequin reconstruction, different functions of 3D mannequin can be obtained (Figs. 2 (b), (c)). This brings advantages of the study in computer-aided fashion design in three aspects, which are first, apparels production from the construction of fashion design, enhancement in the feasibility and the need of the customers.
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Fig. 1 Mannequin. (a) Professional mannequin; and, (b) the application of feature curves and aided curves

Fig. 2 Applying reverse engineering methods to reconstruct the 3D mannequin based on feature curves. (a) Non-contact scanner; (b) 3D mannequin for skirt design; and, (c) 3D mannequin for trousers design

On the other hand, the selection of mannequin is an important step in the process of apparel product development. Human factors for instance, age, gender, races working style represent different shapes and sizes of mannequins.
Furthermore, people with similar mannequins do not equal to people that share similar size. This further adds the complexity of mannequin design. Most of the fashion brands define standard mannequin model based on the size of different groups of the customers as a criteria for the selection of mannequin. However, this kind of mannequin is generalized, larger sized mannequins is used to accord with the majority of the customers with comfort in wear. As the fashion brands approach personalization and customization, a more precise definition of sizes is required. Hence, how to obtain a more explicit mannequin of the customer is a big challenge. Thus, most of the fashion brands define standard mannequin model based on consumer-related data and developed distinctive mannequins of different sizes. This creates the unique features of each individual brands. Once the problems mentioned above are solved, the apparel product development can then be quickly and specifically presented in details and benefits the production process. This study proposed solutions to solve these problems. Moreover, in order to pursue a more authentic experience between human computer interaction, Microsoft launched Kinect (Fig. 3 (a)), a motion sensing input device. This device enhances video games to interact installation levels based on two cameras on the sensing device, general cameras and depth cameras which generates different data forms, colorful images (Fig. 3 (b)) and depth images (Fig. 3 (c)) respectively. Among the two cameras, depth images obtained from depth cameras are able to enhance the application of general cameras. Owing to the reason that with the assistance of AI of the OpenNI, the motion of users can be tracked (Fig. 4 (a)). Therefore, the intention of hand gestures and body motions can be analyzed, and finally interact with the system and obtain a more direct operational mode. This shortens the distance between users and the system and accord with the goal of the study in human-computer interaction. Meanwhile, Kinect can be further applied as 3D scanners (Fig. 4 (b)) to scan the appearance of the object immediately. This can be viewed as a possible aspect in the development of shape reconstruction. When the sensing device is applied to the construction of 3D mannequins, not only the interaction of operational mode can be received, but also can be utilized between mannequins in actual scanning to get customization of 3D mannequins.

First, Kinect sensing device is used to scan the appearance of mannequins, and obtain the depth information through API which is offered by OpenNI. The inofrmation then is converted to calculate each Pixel of the 3D position and thus reach a surface scan. A complete scan in appearance repeated the steps mentioned above in order to get different surfaces of the object. Then, based on the shapes of different surfaces, ICP (Internation Closest Points Algorithm) is used. After the interactive method used in ICP, a smaller error function will be obtained along with the result of superposition principle. However, in addition to depth information, the content of colorful images can also be produced when applying Kinect to the 3D scanning. This can be integrated into 3D scanning positions, followed by the usage of digital image processing method. The method searches image features from the colorful image and constructs the corespondent features. Hence, a more precise scanning spot registration will be obtained. After the shape reconstruction, measurements of the mannequins can be calculated through the registration of the feature detection algorithm and it can be applied to 3D mannequin shape morphing. Thus, modules for 3D mannequin scanners can be generated. In order to examine the feasibility of the proposed method, the study used JAVA to construct the 3D mannequin system and through performance correction, a practical result of the investigation can be reached.

**II. LITERATURE REVIEW**

The study of “Applying Kinect on the Development of a Customized 3D Mannequin System” proposed here owing to the reason that 3D mannequin plays an important role in computer-aided fashion design. There is ample space for creativity in all of the design, manufacture, display and performance links of the industry. However, during the process, determining how to obtain the required mannequin is a problem that cannot be ignored. Using reverse engineering methods to scan the mannequins required for fashion design is the most common solution [1]-[3]. The whole mannequin model can be reconstructed based on semantic features and parametric surfaces, and then the shape surface can be unfolded to obtain the 2D pieces required by plane cutting techniques, which is an
important function of 3D mannequin [4], [5]. However, if the appearance of a human body can be directly scanned [6], [7], not only would the measurement results of individual sizes be obtained, but the parametric design based on the statistical data could also be carried out to obtain the respective 3D mannequin for any size [8]. Although attaining the proper grouping of, and reconstruction from, the scanned data according to features are major challenges in the process, drawing on the 3D mannequin to generate 3D virtual clothing can unleash the advantages of computer-aided design to achieve product development using synchronous design methods [9]. This is also the goal that has been jointly sought by many related studies, especially studies on how to enable computer-aided fashion design to better fit design practices [10].

However, for fashion brands of small and medium enterprise, application of computer-aided fashion design in 3D virtual mannequin scanning becomes one of the burdens. Regardless of the application of virtually try-on apparel and display, how to retrieve body sizes of the customers is another difficulty. Therefore, even though there exists body scanner, it is hard to apply in public. Nonetheless, when Microsoft launched Kinect sensing device, owing to the unique depth computation, the 3D position data of the scanned object can be obtained through converting. This can be applied to body motion recognition and track the 3D data immediately without complex image processing [11], [12]. Furthermore, it can also be used in the study of 3D scanning and reconstruction and offer a low-cost solution for 3D scanning [13], [14]. Notwithstanding, this kind of technology generates the problem of noise points [15]. A common methodology is to apply ICP for registration in data scanning about different scanning positions [16], [17]. However, the search for the mutual features in order to establish the one to one relationship in algorithm is the main focus of the area of the study [18]. These can be solved when applying Kinect as a 3D scanner in view of the camera on the sensing device is able to record color images of the whole process. This enables researchers to recognize labeled features among the color images by using image processing method [19]. Thus, one to one relationship among different scanning positions can be established and enhances the accuracy of the ICP algorithms results. Through the integration and correction in these methods, applying Kinect sensing device to 3D body scanning becomes possible. After each feature is being measured, the measurement can be implemented to the previous 3D mannequin mesh. Then, shape-blending methods can be applied and systematically change the shapes using parameters, the varied requirements in fashion design concerning 3D mannequin suitable for different individual sizes can thus be met [20]-[23]. Finally, through mesh algorithm, surface with G2 continuity can be generated from the original mesh control [24]. This is different from the previous application that used parameters for 3D mannequin reconstruction. Based on shape features, the scanned data are divided into appropriate blocks and re-simplifying the entire scanned data using slicing methods. When parametric surfaces are needed for the shape reconstruction of already partitioned blocks [25], a relatively common method [26], interpolation is used to obtain the minimum energy. Thus, the continuity of surface convergence becomes an important challenge owing to the reason that the principle of subdivision is based on the relationship between meshes. Therefore, the production of parametric surface can be divided into a high quality surface with G2 continuity. This is the material that can be used in computer-aided fashion design and production [27].

Overall, if one can investigate related research methodology, and propose appropriate algorithm, the study will be more complete. Thus, a more complete and systematic solution can be proposed to the study of applying Kinect on the development of a customized 3D mannequin system.

III. METHODOLOGY

A. Mannequin and Shape Morphing

In order to systematically process the size scaling of 3D mannequin with ergonomic parameters, several dotted curves are adapted to the form reconstruction as the auxiliary curves for data partitioning. This results in the primary form model being partitioned by feature curves and then transforms the 3D mannequin form composed of a brick-piling data structure. Furthermore, the meshes for shape morphing are generated on the surface of every brick, as shown in Fig. 5. This makes the management and application of the 3D mannequin data systematic because the sections of specific forms are represented by every brick.

![Fig. 5 The 3D mannequin model composed of a brick-piling data structure](image)

Through this module, the relation among the 3D mannequin data is built by the relative positions of the bricks while the attribute of layers is contained. When conducting the scaling process of 3D mannequin, the sets of bricks ready to be calculated are derived from the feature measurements of the related data (Fig. 6 (a)). Several ergonomic parameters for shape morphing are defined through the 3D mannequin constructed in this study (Fig. 6 (b)), where the process not only represents the shoulder width W1, waist width W2, and hip width W3, but also the difference, H1 – H5, of heights and the range of girths for each feature profile. Shape morphing of the 3D mannequin includes two stages: scaling of the feature...
profile and the shape morphing of the related brick data. Scaling of the feature profile includes the adjustment of width and depth; when conducting the width scaling of the feature profile, the point O is the center of the profile, which is applied to the scaling process in the X-axis direction (Fig. 6 (c)). Hence, when conducting the depth scaling of the feature profile, the point O is the center of the profile which is applied to the scaling process in the Z-axis direction (Fig. 6 (d)). Through this method, and after the width of the profile is determined, the girth of the profile is adjusted by the process for the scaling of depth D, especially for the three girths of a human body. When the scaling process of each profile is complemented, the scaling ratio could be applied to the calculation for shape morphing of related bricks, where the difference of the measured heights is the height of each brick. Then, the extension of the brick is conducted in the Y-axis direction based on the center O (Fig. 6 (e)).

To conduct the process of the shape morphing of a 3D mannequin based on the scaling of feature profiles on the bricks, a weighted blending method is adopted in the study. Shape morphing is the process of continued transformation between two shapes or forms that also includes the conversion of shape features. In order to contain the process continuity, the weighted arithmetic mean method in (1) is applied to calculate the degree of scaling in every axial direction and then generate the output of shape morphing with the specific form features remaining.

\[
S_i = W_a \times S_a + W_b \times S_b \\
W_a = \frac{i}{n} \\
W_b = 1 - W_a
\]

where \(n\) is the step number for the degree of the shape morphing process, \(S_a\) and \(S_b\) are the dimensions of form \(a\) and form \(b\) respectively, \(W_a\) and \(W_b\) are the weight of form \(a\) and form \(b\) respectively, and \(S_i\) is the dimensions of the \(i\)-th form of shape morphing.

When the weighted blending is applied to the waist shape morphing of the 3D mannequin based on the brick-piling data structure, a result as in Fig. 3 is obtained. While adjusting the scaling ratio of the waist profile, the scaling ratios of other profiles on the related bricks are calculated by the weighted blending method (Fig. 7 (a)). This leads to a new waist form being generated according to these scaling ratios (Fig. 7 (b)). After the shape morphing of the partial forms is complete, a new 3D mannequin is built again (Fig. 7 (c)). Through this module, the shape morphing of a 3D mannequin is concurrently generated while simultaneously retaining the scaling of feature profiles with the primarily geometric features.

**B. ICP Algorithm**

ICP algorithm is widely used among 3D model overlay, it is employed to find out the relationship between two clouds of points then interactive method is used to minimize the distance between the two clouds of points and gradually minimize the error metric. In every interactive method, the point in the source point cloud finds the closest point as the reference point cloud. Then, estimate the smallest error metric in the combination of rotation and translation in order to find the smallest mean squared error cost function. After that, the source points are transformed by using the obtained transformation. Finally, the method is done repeatedly to generate an optimal result. The steps for ICP algorithm is shown as followed.

**Step 1: Data Shape Setting and Model Shape Information**

The first step of ICP is to set model shape and data shape. The fixed model is called model shape (M), and data shape (D) refers to the one that undergoes registration process. Types for data model can be composed of points, lines, triangles, curves, and curved surfaces. Data shape needs to be composed of points; however as for model shape, there is no limitation, it can be presented into any geometric forms.
Step 2: Stop Condition Setting

The second step for ICP algorithm is to set the convergence criterion. If the error in iteration is bigger than the allowed value, then correction in ICP algorithm should be repeated. On the other hand, if the error decreased and is smaller than the allowed value, the iteration process should be stopped. Theoretically, if the criteria for stopping the condition setting are small, a better correction result will be obtained. However, it could also make the whole ICP correction process continues endlessly. Therefore, setting for convergence criterion is suggested to base on empirical rules to select an acceptable value.

Step 3: Matching Point

The third step is to look for the correspondences between data shape and model shape, which is the reference point with minimized distance. That is, taking data shape (D), $P_i$, as the reference point and search for the closest point in model shape (M), $X_i$. Then a correspondent pair, $P_i$↔$X_i$, occurs. The position for $P_i$ and $X_i$ has to be recorded.

Step 4: Computation in Geometric Conversion

After finding the point to point correspondent in step 3, data shape (D) can then be computed in geometric conversion.

Step 5: Coordinates Updating

In the previous steps, conversion matrix is computed; therefore, the data can be used to update the coordinates in the original data shape (D). After updating, the result can be used in the next registration to look for the correspondent of data shape (D). One thing to be noticed is that, in step 3, the correspondents in data shape is the updating coordinates in the precious registration. As for step 4, the coordinates used in geometric conversion is the original data shape position, which is different from step 3. Furthermore, original data shape is used owing to the reason that geometric conversion is applied to correct model shape by using original data shape. On the other hand, updated data after geometric conversion is used in the next registration for the search of closest correspondents. Hence, ICP algorithm uses two different ways to search for the closest distance in the correspondence. Geometric conversion is computed and two ways interact with each other, and finally minimize the difference between two clouds of points.

Step 6: Computation in Mean Square Error

After updating the coordinates in data shape, MSE (Mean Square Error) for the two models can therefore be computed.

Step 7: Decision Making

Calculate the difference of the MSE between two difference iterations, and check whether the error is smaller than the given allowed value. The iteration process will be stopped until the given criteria is satisfied.

After implementing the ICP algorithm, the error for the two scanned surfaces with large error as shown in Fig. 8 (a) can be minimized, and the two surfaces can be superimposed together after the convergence results are obtained, as shown in Fig. 8 (b).

Fig. 8 Applying ICP algorithm to superimpose the scanned data (a) Before iteration (b) After iteration

IV. CASE STUDY

A. Applying Kinect Sensing Devices for 3D Scan

When the Kinect sensing devie is applied for 3D scanning, the API offered by OpenNI is used to obtain the depth information. The information is then converted to calculate the 3D position of each Pixel to get the scanned surface. In order to get a more smooth scanned result, point to point smoothing process should be implemented. This is the pre-treatment work for Kinect data scanning. To get different surfaces of a complete object, steps mentioned above should be repeated. Then, based on the shapes of the scanned surfaces, ICP algorithms is implemented, to get the superimposed model with a minmum error gotten descried previously. After the 3D shape mannequin is reconstructed, three girths of human body can be obtained to get the human factor measurements for the related mannequin, which can also be used to get the grid mesh of the 3D mannequin.

In the present study, 8 different scanned surface models were gotten by taking a picture from every 45 degrees clockwise, or counterclockwisely (Fig. 9). When the 8 pictures are obtained, the first step of human body scanning is completed. Furthermore, when scanning, the human body is in motion. A distinctive scanning result is difficult to be obtained. Hence, motion in human body should be pre-defined as shown in Fig. 10 (a). Then, the main body, head and limbs could be identified through feature recognition Fig. 10 (b). Among all, main body is the only part that can undergo 3D data iteration by using ICP algorithm, then followed by related measurements to get human dimensions from the main body. This can then be applied to the 3D mannequin transformation to get the required customized 3D shape mannequin.

B. Shape Morphing of a 3D Mannequin

The participant can wear casual clothes when applying Kinect sensing devices in human body measurement scanning (Fig. 11 (a)) and through ICP algorithm iterations to get the 3D scanned configuration (Fig. 11 (b)). The ergonomic parameters defined by the present study can be searched by using feature recognition. After imputing the parameters into the applied system to the relative bricks, a customized 3D mannequin can therefore be produced (Fig. 11 (c)).
A 3D mannequin construction method with the depth camera of Kinect to measure different measurements of the subject is proposed in this study. In this method, a customized 3D mannequin can be obtained by inputting the constructed model into the system to change the control point for shape morphing. During the process, the most important question is how to get a precise 3D point data by applying Kinect scanning which directly influence the result of ICP algorithm. Moreover, a more efficient algorithm can be obtained by implementing image processing method to the ICP algorithm to improve data matching. This is the direction of future developments for the processing method to the ICP algorithm to improve data efficiency. An efficient algorithm can be obtained by implementing image directly influence the result of ICP algorithm. Moreover, a more efficient algorithm can be obtained by implementing image processing method to the ICP algorithm to improve data matching. This is the direction of future developments for the processing method to the ICP algorithm to improve data efficiency.
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