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Abstract—The new era of digital communication has brought up many challenges that network operators need to overcome. The high demand of mobile data rates require improved networks, which is a challenge for the operators in terms of maintaining the quality of experience (QoE) for their consumers. In live video transmission, there is a sheer need for live surveillance of the videos in order to maintain the quality of the network. For this purpose objective algorithms are employed to monitor the quality of the videos that are transmitted over a network. In order to test these objective algorithms, subjective quality assessment of the streamed videos is required, as the human eye is the best source of perceptual assessment. In this paper we have conducted subjective evaluation of videos with varying spatial and temporal impairments. These videos were impaired with frame freezing distortions so that the impact of frame freezing on the quality of experience could be studied. We present subjective Mean Opinion Score (MOS) for these videos that can be used for fine tuning the objective algorithms for video quality assessment.
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I. INTRODUCTION

In modern era of communication, wireless portable consumer devices, e.g. smart phones, tablets etc., are becoming more robust day by day. In order to fully utilize the capabilities of these devices, operators have to provide high end-user quality of services (QoS). With these recent advances video streaming has become one of the most popular challenging services for operators, as the modern devices now support fast data rates and high end-user resolutions. Recent digital imaging technologies and efficient wireless transmission systems have increased the demand of high quality video transmission. Videos transmitted through wireless medium, to and from the mobile devices, have accounted for 66% of the global mobile data traffic by 2014 [1]. A key factor in maintaining QoS in video streaming is quality of experience (QoE) which is based on the end-user experience. This challenge for maintaining QoE is more visible in wireless communication as the quality degradation chances increase over a wireless medium because of common issues like packet loss and bandwidth constraints etc. [2]. Further visual medial reaches the end user following through different stages, i.e., capturing, storing, transmission, reproduction and display; the quality may also be degraded due to distortion that may occur at any of these stages.

To overcome the degradation issue or more likely to enhance the QoE, objective and subjective testing methods are used. Currently several automated objective testing algorithms for video quality assessment (VQA) are in use, but to be sure the true judge of video quality is the end-user, i.e., humans. This is because the objective testing algorithms are developed using the input from the subjective testing, as only human eye can identify the problems faced in video streaming. That is why the video quality expert group (VQEG), which is the leading body in VQA formed in 1997, concluded in their report that no objective measure for VQA can replace subjective testing [3]. VQEG has been the major body for conducting evaluations on objective testing using the subjective assessment [4].

Subjective assessment is done in order to record the mean opinion score (MOS) of test subjects. In simple terms, it is a means of knowing the perceptual impact on end users when they view a video. In live video streaming there is a high chance of transmission errors as well as hardware errors. Such kind of errors can result in bad quality of experience for the end users hence reducing the ratings of the network operators. Continuous monitoring of the videos can result in a better understanding of the transmission and hardware related errors so that the network operators can employ mechanisms to overcome such errors. There are objective algorithms that perform the task of assessing the quality of the video but in order to validate their performance subjective tests have to be performed. Most of the objective algorithms assess visual quality by quantifying spatial (intra frame) impairments such as blocking, blurring, ringing and temporal (inter frame) degradations such as jitter or jerkiness [5]. Subjective tests are a meaningful and strong source in order to better understand the behaviour of an error in a digitally transmitted video. The packet loss in a video transmission can result into errors like frame freezing which is a very well-known temporal impairment. A frame freeze occurs in a received video when a frame is copied on the successive frames until a correct frame is received. This kind of behaviour can be due to some error concealment algorithm or it can be a transmission or hardware error. Multiple frames freezing can result in a received video being frozen on multiple instants. A freeze event is defined as a freeze event is defined as a total duration of freezing of a particular frame in a video. In this paper we have discussed the phenomenon of frame freezing and we have performed video quality assessment for videos that contain frame freezes.

The breakdown of this paper is as follows: Section II contains the survey of related works. The subjective tests and their results have been discussed in Section III followed by the conclusion in Section IV.
TABLE I

<table>
<thead>
<tr>
<th>Category Rating (Quality)</th>
<th>Mean Opinion Score (MOS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>5</td>
</tr>
<tr>
<td>Good</td>
<td>4</td>
</tr>
<tr>
<td>Fair</td>
<td>3</td>
</tr>
<tr>
<td>Poor</td>
<td>2</td>
</tr>
<tr>
<td>Bad</td>
<td>1</td>
</tr>
</tbody>
</table>

II. RELATED WORK

Some efforts of subjective video quality evaluation have also been conducted such as [6]-[8] but unfortunately the test conditions and subjective results are not shared to public hence limiting their use to a particular group. Also in [9], subjective quality assessment was performed for the H. 264/ AVC encoded videos. The video sequences used in this work were low resolution videos. In [2], the authors have performed a vast subjective study of the successor of H. 264 known has H.265/ HEVC and they have shown the results for a number of video sequences. Also, they have made a comparison with a few objective video quality algorithms with their results.

In our paper we have followed the similar trend of providing subjective evaluation of video sequences with different temporal and spatial aspects.

TABLE II

<table>
<thead>
<tr>
<th>Spatial Resolutions / Temporal Resolutions</th>
<th>Video Sequences</th>
<th>Total Duration (s)</th>
<th>Number of Freeze Events &amp; respective durations in seconds</th>
<th>Single Freeze</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native: VGA 640 x 480</td>
<td>City</td>
<td>12</td>
<td>(0.12, 0.2, 0.52, 1, 2, 3) × 1</td>
<td>(0.067, 0.133, 0.2, 0.04) &lt; 2 0.267, 0.533 &lt; 3 0.33, 0.66 &lt; 5 0.2, 0.4 &lt; 8</td>
</tr>
<tr>
<td>Battle</td>
<td>Crew</td>
<td>12</td>
<td>(0.12, 0.2, 0.52, 1, 2, 3) × 1</td>
<td>(0.067, 0.133, 0.2, 0.04) &lt; 2 0.267, 0.533 &lt; 3 0.33, 0.66 &lt; 5 0.2, 0.4 &lt; 8</td>
</tr>
<tr>
<td>30 Frames per second</td>
<td>Harbour</td>
<td>12</td>
<td>(0.12, 0.2, 0.52, 1, 2, 3) × 1</td>
<td>(0.067, 0.133, 0.2, 0.04) &lt; 2 0.267, 0.533 &lt; 3 0.33, 0.66 &lt; 5 0.2, 0.4 &lt; 8</td>
</tr>
<tr>
<td>Ice</td>
<td>10</td>
<td>0.067, 0.133, 0.2, 0.04) &lt; 2 0.267, 0.533 &lt; 3 0.33, 0.66 &lt; 5 0.2, 0.4 &lt; 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Native: VGA 25 Frames per second</td>
<td>Mother &amp; Child</td>
<td>12</td>
<td>(0.12, 0.2, 0.52, 1, 2, 3) × 1</td>
<td>(0.08, 0.16, 0.24, 0.08, 0.16, 0.24, 0.08, 0.16, 0.4) &lt; 2 0.64 &lt; 3 0.8 &lt; 5 0.24, 0.48 &lt; 8</td>
</tr>
</tbody>
</table>

III. SUBJECTIVE VIDEO QUALITY ASSESSMENT TESTS

To create a meaningful subjective VQA database, the spectral contents of the videos, under consideration for quality assessment (QA) tests, must be characterized using varying amounts of spatial and temporal spectral information.

This section contains the description of the spectral characterization indices, i.e., spatial spectral information (SI) and temporal spectral information (TI), and provides the description and configuration of the subjective VQA tests.

A. Spatial Spectral Information (SI)

It is generally a measure of the amount of spatial detail of a picture. For more spatial complex scenes it is usually considered to be higher. It is neither the measure of entropy nor it is connected to the information defined in the communication theory [4], [10].

In more technical terms, SI is based on the sobel filter (also called as sobel operator). It is a filter that uses edge detection algorithms and creates images which emphasizes regions of high spatial frequency that corresponds to edges [4], [10]. The process of SI measurement is as follows [4], [10].

At first, each frame of the video is filtered with the sobel filter according to a specific time. Then, each sobel-filtered frame’s standard deviation is computed over the pixels. For each frame in the video sequence the described operation is repeated and as a result a time series of spatial information of
the scene is created. A maximum value is chosen in the time series to represent the SI content of the scene. This whole process is summarized in (1) taken from [4], [10].

\[
SI = \max_{\text{time}} \{ \text{std}_{\text{space}}[\text{Sobel}(fn)] \}
\]

where, \( \max_{\text{time}} \) is the maximum value in time series, \( \text{std}_{\text{space}} \) is the standard deviation over the pixels, \( \text{Sobel} \) represents the sobel filter and \( fn \) denotes the frames over time \( n \).

\[
M_n(i,j) = F_n(i,j) - F_{n-1}(i,j)
\]

where, \( F_n \) \((i,j)\) is the pixel at \( i^{th} \) row and \( j^{th} \) column of the \( n^{th} \) frame in time. The TI is measured as the maximum over time of the standard deviation over space of the motion difference between pixel values for sequential frames over all \( i \) and \( j \) the TI equation is given as [9], [10]:

\[
TI = \max_{\text{time}} \{ \text{std}_{\text{space}}[M_n(i,j)] \}
\]

where, \( \max_{\text{time}} \) is the maximum value in time series, \( \text{std}_{\text{space}} \) is the standard deviation over the space and \( M_n(i,j) \) motion difference between pixel values for sequential frames and \((i,j)\) is the pixel location. Equation (3) shows that higher the notion in the adjacent frames higher will be the TI value [10].
TABLE III
DESCRIPTION OF USED VIDEOS

<table>
<thead>
<tr>
<th>Video Resolution</th>
<th>Frame Rate of Video (fps)</th>
<th>Name of Video Sequence</th>
<th>Content</th>
<th>Duration of Video (s)</th>
<th>Spatial Information (SI)</th>
<th>Temporal Information (TI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native: VGA 640 × 480</td>
<td>30 Frames per second</td>
<td>City</td>
<td>A Camera panning over a City from Above</td>
<td>10</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Crew</td>
<td>A space shuttle crew walking through the aisle</td>
<td>10</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Harbour</td>
<td>View of Boats moving in a Harbour</td>
<td>10</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ice</td>
<td>People skating in an Ice skating arena</td>
<td>9</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Native: VGA 640 × 480</td>
<td>25 Frames per second</td>
<td>Mother &amp; Child</td>
<td>A talking mother and a child sitting in her lap</td>
<td>12</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Children</td>
<td>Two children talking and playing with toys</td>
<td>12</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>

For the subjective tests, we chose a set of ten videos with different Spatial and Temporal content in them. The description about the videos is given in Tables II and III. The videos chosen for this study had both temporal and spatial content in them as shown in the Fig. 1. Four of the videos had to be skipped as with this much number of videos, it would be hard to conduct the subjective tests within the recommended time by ITU [10], [11]. A few of the videos were showing almost the same SI and TI, so they were skipped. So, the subjective tests were performed on the remaining six videos. The SI and TI plot for these videos can be seen in the refined results of Fig. 2. These videos were further altered using the MATLAB and their respective descriptions are given in Table II. For performing the subjective tests we have followed the recommendation by ITU-R BT 500 [11]. We used the absolute category rating (ACR) scale for assessing the videos. The ACR scale has been explained in the Table I. Where, a rating of 5 means excellent quality video and a rating of 1 means a very poor quality video.

C. Test Environment and Results

For the setup of the tests, we booked a lab which was a cubical room with white background and no extra furniture other than the one required. For temporal aspects we have used videos with different frame rates, 25 frames per second (fps) and 30 fps, and for the spatial aspect we have used the common VGA resolution i.e. 640 × 480. The bitrates of all the videos were kept unaltered. Also, the videos are not compressed by any compression tool, as we kept them in their native resolutions as explained in Table II.

A total of 22 test subjects took part in the tests. Out of them 12 were from the expert category, 6 were from the non-expert category and the remaining 6 were from the youth (less than 20 years of age) category. The recommendations of ITU [10], [11] have been strictly followed while conducting the tests. The participants were from mixed gender i.e. both male and female.
The electronic equipment used for the tests included a 19 inch desktop TFT monitor with RGB colour scale. The desktop system used was from Asus and had a processing speed of 3.2 GHz along with 6 GB of RAM. The distance between the test subjects and the monitor was kept higher than 3 times of the height of the display size of the video. The seating arrangement for the test subjects was kept as quiet and comfortable as possible to avoid any fatigue, keeping in view the duration of the tests. The video sequences were displayed on the monitor screen for a particular duration as explained in Table II for every test subject and then a standard interval of 10 seconds was provided in which the participant was asked to perform the grading of the video according to the ACR scale. Only one test subject was invited to perform the test at a time.

The tests were broken down into 2 categories, single and multiple freeze tests, for the ease of the participants. Each test was designed to be completed within 30 minutes of time as recommended by [10], [11]. The results for the single freeze and multiple freeze experiment have been discussed as follows.

Fig. 11 Subjective Quality Assessment Results of Multiple Freeze Tests for videos with 8 freeze events @ 25 fps

Fig. 12 Subjective Quality Assessment Results of Multiple Freeze Tests for videos with 8 freeze events @ 30 fps

1) Single Freeze Test

The single freeze test was conducted within 2 days of time. The first day was dedicated for the experts category i.e. the participants were aware of the ongoing research on subjective video quality assessment. Then the proceeding day the remaining two categories performed the tests. The results in Fig. 3 shows that the videos named Harbour and City show a better MOS as compared to Crew and Ice as the former have low motion content in them. For a test subject it is hard to detect a frame freeze if the motion content of the video is lower.

Similar trend can be seen in the results shown in Fig. 4 for the videos with a frame rate of 30 fps. The description of the content of the videos can be seen from Table III.

2) Multiple Freeze Test

These tests were conducted in a total of 4 days as the number of videos generated for these tests was much larger than the single freeze test. First 2 days were dedicated for the experts group and then the proceeding days were dedicated for the other 2 categories.

We can see a similar trend for the videos containing 2 and 3 freeze events from Figs. 5-8. But as the number of freeze events are increased to 5 and 8, we can see that the test subjects have assessed the videos with low motion content, Harbor and City, the same manner as they have assessed the other videos as shown in Figs. 9-12. The high motion content is more likely to have a lower MOS if the videos are impaired as there is a bigger chance for data loss. Low motion content videos have higher MOS, even though the duration of frame freezing is same, because there is less difference between the motion intensity of consecutive frames. For the 30 fps videos, the results are comparable to 25 fps videos. The videos with higher frame rate are considered to be much better in terms of quality. So it can be noticed here that the test subjects have given a higher MOS for the 30 fps videos compared to the 25 fps videos.

Finally, we can move to the conclusion of this paper with all the results in hand.

IV. CONCLUSION

In this paper subjective tests have been provided for videos with different spatial and temporal content. These subjective test results can be used in order to validate and check the objective video quality algorithms. Also, these tests can be extended further with higher spatial resolutions and different temporal resolutions i.e. for higher frame rates. The results of these subjective tests cover all types of video contents, from low motion content videos to high motion content videos. The contribution of this research is to provide a MOS database to the fellow researchers from the same field.
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