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Abstract—Today, there is a large number of political transcripts available on the Web to be mined and used for statistical analysis, and product recommendations. As the online political resources are used for various purposes, automatically determining the political orientation on these transcripts becomes crucial. The methodologies used by machine learning algorithms to do an automatic classification are based on different features that are classified under categories such as Linguistic, Personality etc. Considering the ideological differences between Liberals and Conservatives, in this paper, the effect of Personality traits on political orientation classification is studied. The experiments in this study were based on the correlation between LIWC features and the Big Five Personality traits. Several experiments were conducted using Convote U.S. Congressional-Speech dataset with seven benchmark classification algorithms. The different methodologies were applied on several LIWC feature sets that constituted by 8 to 64 varying number of features that are correlated to five personality traits. As results of experiments, Neuroticism trait was obtained to be the most differentiating personality trait for classification of political orientation. At the same time, it was observed that the personality trait based classification methodology gives better and comparable results with the related work.
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I. INTRODUCTION

Due to the intense use of Web environment, blogs, news and social networking sites have become the biggest communication medium. The availability of excessive amount of data about the user’s behavior attracts companies and researchers to extract the valuable information from available resources by Opinion Mining techniques [1], [2] and later use with recommender systems to advertise the user-customized products [3].

The domain of politics has become one of the hot topics that is widely written and commented over internet. Especially during election times, following the opinions of people becomes even more important for statistical analysis and strategy determination. Therefore, it is important to automatically identify the hidden political affiliations in the documents by using classification algorithms [4], [5].

The politics and opinion mining are both broad research domains. Considering that Republicans and Democrats have different opinions and behaviors [6], [7] analyzing personality traits and its influence on leadership ability has gained importance over the years [8]. Therefore, How to characterize the opinion about politics? Become a big question.

Considering the strong connection between personality and politics, this paper studies the effect of personality traits on political affiliation classification and is structured as follows. In Section II, background and related work on personality and politics is presented. The corpus and data pre-processing is explained in Section III. Next in Section IV, we talk about the methodology behind our study. Experiments are explained in Section V. In section VI, results are discussed and compared. Finally, in Section VII, we draw final conclusions and outline the future work.

II. BACKGROUND AND RELATED WORK

A. Personality Traits

Personality is usually associated with five traits, Extraversion (E), Neuroticism (N), Agreeableness (A), Conscientiousness (C), and Openness (O), which are mostly tested in personality questionnaires. The model that uses these five traits and its facets is called Big Five [9] which has become a standard model in psychology, and intensively used among researchers.

Personality has an effect on the linguistics of people. For example, extraverts and conscientious people tend to be positive whereas neurotic and disagreeable people are associated with negativity [10]. Similarly, the outgoing extraverted individuals are considered successful while neurotics are not [11]. Yarkoni showed that agreeableness is negatively correlated with the use of “Anger” and “Swearing” words. On the other hand, people who score high on the Openness trait is tend to use more articles and propositions [12].

The significance of determining which linguistic features should be applied for experimentation is quite important. By the investigation of this, many researchers [13]-[15] have based their works on LIWC [16] software designed for analysis of texts. LIWC have different word classes over an extensive range of dimensions like “positive” or “negative emotions”, “self-references”, “causal words”, as well as seventy other dimensions each with several dozens or hundreds of words.

Yarkoni found that there is a correlation between 66 LIWC (2001) categories and the Big Five personality traits [12], excluding the non-semantic and speech related features, such as non-fluencies. His findings replicated the previous studies that mostly analyzed only on a subset of LIWC categories due to a lack of insufficient data [13], [17]. Unexpectedly, Openness found to be negatively correlated with many of the
LIWC features and positively correlated with only 4 features due to the usage of more articles and prepositions with a tendency of using “function” words rather than “content” words [12]. Extraversion is strongly correlated to oral language and extraverts talk more in a less formal language [18] which leads the use of pronouns, verbs and interjections [19].

In addition to personality traits, Yarkoni also analyzed the correlation between the 6 facets of each Big Five personality traits and LIWC features. Although many facet-level correlation supports the trait level results, among the traits’ facets considerable amount of heterogeneity was identified. For Neuroticism most of the heterogeneity was detected in “Self-Consciousness” with negative correlation to interpersonal interactions. Extraversion’s facets, “Friendliness”, “Gregariousness”, and “Cheerfulness” all showed positive correlation with interpersonal interactions and positive effects, unlikely to other facets. Similarly the “Artistic Interest” and “Emotionality” facets of Openness have different correlation characteristics than the other four facets [12].

B. Personality and Politics

The Big Five personality traits are important in determining political ideologies and they influence socio-economic positions [20]. Obtaining the personality characteristics of Liberals and Conservatives are important to find out the understanding between two views [21]. The evidence shows that Liberals have more tendency to be Open and Agreeable [7], [22], [23]. On the other hand, conservatives have higher scores than liberals on Conscientiousness and Extraversion [6]. Based on the lack of proof, no relation was found between Neuroticism and Political Ideology.

Experiments have shown that personality effects many task oriented behaviors from leadership ability to motivation [8], [24], [25], which are important at characterizing politicians behavior. In order to estimate more detailed characteristics from text, that are crucial for politics, automated systems are designed to detect emotions, mood and dominance from text documents [26]. The studies have shown that mood and emotions of people are short term situations where personality is a more permanent characteristic that is reflected on behavior over time [27].

The individual differences in language usage affect the way information is conveyed and helps in the identification of the author’s personality [28]. Therefore, the automatic recognition of personality traits from text has gained importance. However, there is little work on automatic recognition of personality traits on text [14], [29]. The detection of personality traits is important for Opinion Mining research, which is one of the backbones of determining political affiliations. The evidence shows that incorporating personality research into other task may improve the classification accuracy in opinion mining [29].

Pennacchiotti et al. used the Gradient Boosted Decision Tree Learning algorithm for detecting political affiliations on the Twitter user data (collected by We Follow and Twellow3) and found that topic-based linguistic features are promising in the classification of users’ political orientation and ethnicity [4], [30]. Monroe identified and evaluated the linguistic differences between Democrats and Republicans in U.S. Senate speeches on a given topic like “Defense”, “Taxes” or “Abortion”. The relative utility of these approaches which are based on Bayesian shrinkage and regularization was illustrated [30].

Therefore with the aim of investigating the relationship between personality and political texts, in this paper, the automatic classification of political affiliations, via analysis of Big Five Personality traits and LIWC features are studied as explained in the following sections.

III. CORPUS

In this study, Convote dataset (v1.1) was used. The dataset consists of U.S. Congressional-Speech was downloaded from http://www.cs.cornell.edu/home/llee/data/convote.html website. Each speech in the corpus was labeled with an identifier for its speaker and his recorded vote for the corresponding debate. The original dataset consists of three stages of tokenized speech-segment data [31]. For this study, the data in stage-three, consisting of speech-segments were used. Stage-three set comprises development, test and training sets. In this study, for comparison purposes, 1200 positive and 1200 negative documents of the stage-three training set were used, as in Alloty’s experiments [32]. Each document in the stage-three, training-set was assigned as negative or positive; negative indicating Democrat and positive indicating Republican.

A. Data Pre-Processing and Feature Vector Construction

One of the aims of our study is to test the impact of personality traits over political ideologies. Building a new word-base for traits is beyond this study and falls into the research of Psychology domain. Therefore, 64 features of LIWC (2007), which covers most of the BIG Five Personality traits [16], were used to construct the feature set of this study. Each of the 64 dimensions of a feature vector represents a set of words. For example, the “Article” feature consists of words such as “a”, “an”, “the”, and the “Anger” feature has words such as “kill”, “shoot” “break” in their sets.

In processing the data, the documents in the dataset first went through stop-word and punctuation elimination. Although many of the words in LIWC features share common stems, the relationships between personality and stemmed words could be negatively affected in comparison to un-stemmed words [12]. The reason follows that LIWC features such as “present tense verbs”, “past tense verbs” and “future tense verbs”, are based on “tenses” and stemming would make it impossible to distinguish between such words. Therefore in this study, the common pre-processing step, stemming, was not applied and all words were left un-stemmed.

After document pre-processing, a vector, with 64 dimensions, were constructed for each document. The value for each dimension of a vector was obtained by calculating the term frequencies (TF) of the words for that feature. Thereafter, the excel sheet with a vector for each document was fed to the
RapidMiner Tool for experimentation, as explained in the following sections.

IV. METHODOLOGY

In order to measure the effect of Personality traits over political affiliations, the correlation between the LIWC and Big Five Personality traits were used. We based this study to the Yarkoni’s correlation table between the LIWC (2001) and Big Five Personality traits [12]. In this study, we used LIWC (2007) which captures, on average, over 86% of the words people use in writing and speech. In the LIWC (2007) version, the rarely used categories of LIWC (2001) version; Optimism, Positive Feelings, Communication Verbs, Other References, Metaphysical, Sleeping, Grooming, School, Sports, Television, Up, Down, and the category of Unique Words have been removed from the set. Therefore, when Yarkoni’s correlation table was used, the removed categories were omitted [33].

In this study, the top positively correlated (PC) and negatively correlated (NC) LIWC features, and also the absolute value of the top correlated LIWC features (AC) with Big Five Traits were used by manually determined thresholds to test the effect of Personality traits over classifying the political orientation.

The seven classification algorithms namely, Decision Tree (Dec Tree), Rule Induction (Rule Ind), M5 Rule, SVM, SMO, ADTree, and J48 were tested using the RapidMiner [34] machine learning toolkit to classify each document. The task of validating performances, for the classification algorithms, was done through the X-Validation operator.

V. EXPERIMENTS

In the experiments, for the comparison of related work, classification algorithms were applied on two sets of training/testing datasets:
- 80:20 Training/testing dataset with 5 Fold X-Validation
- 90:10 Training/testing dataset with 10 Fold X-Validation

The RapidMiner tool’s performance validation operator produces performance results in terms of accuracy, as well as Average Precision and Average Recall, for Positive and Negative classes. Since the dataset used in this study are symmetric, accuracy was chosen as the main performance evaluation metric in the experiments.

A. Full Feature Classification

In this experiment 64 features of LIWC (2007) were tested using 7 classification algorithms of RapidMiner Tool on the Convote dataset. The experiments were conducted on both 80:20 and 90:10 training/testing ratios and the performance of the classification algorithms were measured by the accuracy as the results are provided in Table I.

From the results, it is observed that the “M5 Rule” classifier has the best performance, with 62.42% accuracy, on the 80:20 training/testing ratios of the dataset. Although the classification on 90:10 training/testing dataset were expected to give better results, only 4 classifiers improved their performances, and the “Rule Induction” and “M5 Rule” algorithms both had reduced accuracies with 90:10 training/testing ratios. The “Decision Tree” algorithm performed the worst because of an “unknown” average precision and 0% recall values on Liberal documents. In general, all classifiers had better precision value compared to the recall value. While the average precision values fell in the 55%-62% interval, recall values stayed in the range of 26%-56%.

| TABLE I | CLASSIFICATION OF 64 LIWC FEATURES ON 80:20 AND 90:10 TRAINING/TESTING RATIOS |
|----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|          | 80:20 (5 Folds) | 90:10 (10 Folds)|                 |                 |                 |                 |
|          | Dec. Tree | Rule Ind | M5 Rule | SVM    | SMO | ADTree | J48 |
| 80:20 (5 Folds) | 50.00 | 55.00 | 62.42 | 57.71 | 57.88 | 58.38 | 57.67 |
| 90:10 (10 Folds) | 50.00 | 53.83 | 61.96 | 57.92 | 57.96 | 58.50 | 58.83 |

B. Personality Based Classification

The aim of this experiment is to test the effect of the top features that is highly correlated with all the personality traits over classifying the political affiliations. In this experiment, Yarkoni’s correlation table was used and the average of the absolute correlation values of the LIWC features (AAC) over Big Five traits were calculated as an example case as presented in Table II. Thereafter, all the 64 features were sorted based on the average correlation number.

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>EXAMPLE TO THE AVERAGE OF THE ABSOLUTE CORRELATION VALUE OF THE LIWC FEATURES OVER BIG FIVE TRAITS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LIWC Features</td>
</tr>
<tr>
<td></td>
<td>Swear words</td>
</tr>
<tr>
<td></td>
<td>Anger</td>
</tr>
</tbody>
</table>

C. Feature Selection

In order to see the effect of the various numbers of features, three feature sets that were constructed by 8, 15 and 20 features were tested using the above mentioned 6 classifiers as presented in Table III, which excludes the “Decision Tree” classifier as it performed the worst on both 80:20 and 90:10 training/testing ratios.

The classification results shows that the accuracy of the algorithms increased as the number of features increased in the experiment sets. The differences in the performances between
8 to 15 feature sets were observed to be higher than the experiments between 15 to 23 feature sets. In fact, “ADTree” and “J48” classification algorithms were performed the best with 15 features on 80:20 training/testing ratios. The “M5 Rule” classifier outperformed all the classifiers in all feature sets, with the highest performance being 60% in 23 feature set. On the other hand, the “Rule Induction” algorithm had the worst accuracy 51.37% on the 8 feature set because of a very low (7%) recall value. No noticeable difference was observed in the experiments between 80:20 and 90:10 training/testing ratios.

C. Trait Based Classification

In this experiment, the absolute value of the top 10 correlated LIWC features were selected for each Personality trait category. Therefore, five different feature sets were constructed and tested with 6 Classification algorithms on 80:20 training/testing ratios of Convote dataset as presented in Table IV.

From the experiments it can be seen that the “M5 Rule” algorithm gives the best performance with 61.29% over the Neuroticism personality trait. The best results for the other traits were as followed: Conscientiousness 58.96%, Agreeableness 58.88%, Openness 57.04% and Extraversion 54%. The classifiers “M5 Rule”, “ADTree” and “J48” had the best performances over 5 Personality traits. The “J48” algorithm had the lowest precision and “M5 Rule” algorithm had the highest recall values among all the classifiers for all the traits.

D. Trait Based Classification Based on Positively and Negatively Correlated Features

In the previous experiments as reported in Section V A-C, features’ absolute correlation value was used in selecting the top rated LIWC features. Furthermore, in this experiment we were interested in testing the effect of the 10 most positively and 10 most negatively correlated LIWC features for each personality trait on political orientation classification. The experiments were conducted by both 80:20 and 90:10 training/testing ratios. However, since the accuracies of classifiers with both ratios did not show more than 0.5% variance, the results of the classifiers using the 80:20 training/testing ratios over Convote dataset is presented in Table V.

The best results were obtained by the top 10 positively correlated features of Neuroticism using the “M5 Rule” that achieved 61.42% accuracy. The biggest difference between the positively and negatively correlated feature sets was obtained with the Neuroticism trait ~ 5% variations and the smallest difference were observed on Extraversion trait ~ 0.5%. The best results for positively and negatively correlated feature sets of Extraversion are performed by “ADTree” algorithm. While positively correlated feature set of Extraversion was performed 55% accuracy, negatively correlated set performed 55.5%. Both the negative and positive correlated sets have shown better results than the best performances obtained by the absolute correlation value of the LIWC features of Extraversion that was found to be 54% with “J48” classifier.

VI. Discussion and Comparison of the Experimental Results

In the experiments the “M5 Rule” algorithm had the best performance with the “Neuroticism” Personality trait for both the top 10 features of absolute correlation value, and the positive correlation features of LIWC with personality traits. Therefore, as opposed to the related research, where Liberals and Conservatives are said to have different tendencies to Openness, Agreeableness, Conscientiousness and Extraversion, and no relation is observed between Neuroticism and politics [6], [23], our experiments proved that Neuroticism is the most differentiating personality trait between the Liberals and Conservatives, while Extraversion was obtained to be the least differentiating personality trait.

When the classifiers were tested with the top features obtained by averaging absolute correlation value of the LIWC features over the five personality traits, it was observed that the classifiers performances were improved as the number of features were increased. Moreover, we found out that the success of the classifiers got even better when the top correlated features were selected based on each of the five personality trait categories separately.

Alloty used the Convote database to test the performance of 3 feature selection algorithms; “CPD”, “IG”, and “χ²”, with “SVM” and “Naïve Bayes” algorithms [32]. The accuracies of the two classifiers on three feature selection algorithms
obtained by Alloty on Convote dataset is presented in Table VI.

<table>
<thead>
<tr>
<th># of Features</th>
<th>Classifier</th>
<th>CPD</th>
<th>IG</th>
<th>χ²</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.549</td>
<td>SVM</td>
<td>65.96</td>
<td>65.96</td>
<td>65.96</td>
</tr>
<tr>
<td>11.662</td>
<td>SVM</td>
<td>65.50</td>
<td>65.18</td>
<td>62.90</td>
</tr>
<tr>
<td>4.332</td>
<td>SVM</td>
<td>65.60</td>
<td>61.93</td>
<td>62.82</td>
</tr>
<tr>
<td>3.334</td>
<td>SVM</td>
<td>65.50</td>
<td>60.03</td>
<td>62.25</td>
</tr>
<tr>
<td>1.555</td>
<td>SVM</td>
<td>65.50</td>
<td>59.30</td>
<td>60.45</td>
</tr>
<tr>
<td>15.549</td>
<td>Naïve Bayes</td>
<td>57.38</td>
<td>57.38</td>
<td>57.38</td>
</tr>
<tr>
<td>11.662</td>
<td>Naïve Bayes</td>
<td>57.90</td>
<td>57.17</td>
<td>57.38</td>
</tr>
<tr>
<td>4.332</td>
<td>Naïve Bayes</td>
<td>57.90</td>
<td>57</td>
<td>61.46</td>
</tr>
<tr>
<td>3.334</td>
<td>Naïve Bayes</td>
<td>57.90</td>
<td>57.40</td>
<td>60.04</td>
</tr>
<tr>
<td>1.555</td>
<td>Naïve Bayes</td>
<td>57.90</td>
<td>57.00</td>
<td>59.40</td>
</tr>
</tbody>
</table>

For the comparison purposes, in this study we have used the same dataset as Alloty. The best results of the classifiers on the top correlated Personality and LIWC features, as explained in Section V, are summarized in Table VII.

The overall best results in the experiments were obtained by the 64 features of LIWC (2007), achieving an accuracy of 62.42%. Among the 6 classifiers, the “M5 Rule” and “ADTree” classification algorithms had the best performances over all the feature sets. In general, the reduced feature space that considers the top correlated features of LIWC with all Big Five traits on average performed ~ 59%. On the other hand, the classifiers performance with the feature set for personality trait Neuroticism, was 61.42%, which was the best achievable among the traits for the top positively correlated features. Contrary, the Extraversion trait showed the worst performance 55.5% with the negatively correlated features among all the other traits.

As presented in Table VI, Alloty obtained the best result with the “SVM” classifier over 15.549 features (65.96%). On the other hand, the best performance for “Naïve Bayes” algorithm was obtained over 4.332 features selected by χ² feature selection algorithm that is recorded as 61.46%. Our best results for the experiments tested on the same dataset are presented in Table VII. The performance of the 64 LIWC features with the “M5 Rule” classifier measured as 62.42%, while the top 10 positively correlated features of Neuroticism gave 61.42%. Classifiers tested over the Personality traits were outperformed almost all the results obtained by the “Naïve Bayes” algorithm in Alloty’s work. They also outperformed the results of the “SVM” classifier with 1555 features, selected by IG and χ² algorithms in Alloty’s experiments. Considering the reduced vector space in our study, the results indicate that the 64 LIWC features and also the features selected for personality traits, give comparable accuracies when they are combined with several classification algorithms.

VII. Conclusion and Future Work

The evidence in this study shows that, when the LIWC features are correlated with the Big Five Traits and tested over the “M5 Rule” and the “ADTree” algorithms, they have reasonable classification performances. In the Convote dataset, Neuroticism was found to be the most differentiating personality trait for the political texts. However, Convote dataset consist of audio transcripts which might possibly have different characteristics than written texts. Therefore, more experiments on different datasets are needed to generalize the conclusion. The experiments presented in this paper was used to test the effect of LIWC features, and the correlated LIWC features with the Big Five personality traits on political orientation classification. As future work, it would be a good idea to check the effect of highly correlated LIWC features on the facets of personality traits in order to have a more fine grained analysis.
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