Abstract—This paper presents the ‘Eye Ball Motion Controlled Wheelchair using IR Sensors’ for the elderly and differently abled people. In this eye tracking based technology, three Proximity Infrared (IR) sensor modules are mounted on an eye frame to trace the movement of the iris. Since, IR sensors detect only white objects; a unique sequence of digital bits is generated corresponding to each eye movement. These signals are then processed via a micro controller IC (PIC18F452) to control the motors of the wheelchair. The potential and efficiency of previously developed rehabilitation systems that use head motion, chin control, sip-n-puff control, voice recognition, and EEG signals, are available. Chin control technology uses a force-sensing joystick shaft that doesn’t require very accurate head movements [3]. A little different direction of force each time suffices in moving the wheelchair in different directions. The force required is generally in the range of 0.2 to 0.8 pounds (0.09 to 0.3 kilograms) [3]. This technology can only be adopted by people possessing substantial strength in their neck muscles. Sip-n-puff devices are controlled by commands given by sipping (inhaling) and puffing (exhaling) on a pneumatic tube [4]. Sharp sips and puffs can be used to change the direction of the wheelchair while the steering can be accomplished by lower/softer levels of sips and puffs [4]. These devices are mainly equipped for speed control and require a considerable accuracy in the sips and puffs each time. They are also limited by the fact that they require an external source of start. The TTK (tongue touch keypad) is the only commercially available tongue controller system. It consists of 9 switches built into the dental mouthpiece and fits in the roof of the mouth [5]. Users can adjust the wheelchair speed by touching the front and back pads variedly [5]. A major limitation of such a controller is that they have to be constantly removed before eating and even drinking water. It can prove to be quite a discomfort to be constantly worn inside the mouth. EOG (electrooculography) technology measures the electric potential difference between the cornea and the pupil, with respect to a reference electrode placed on the forehead [6]. 5 more electrodes are placed near the eye to detect eyeball rotation [6]. A change of 20 microvolts is measured for each degree of eye movement [7]. Changing light conditions have negligible effect on EOG signals but they are prone to signal noise and drifting [8]. The variability of the electrooculogram reading depends on many difficult-to-measure factors such as perturbations caused by other biopotentials like EEG, ECG, EMG (electromiogram) [11] plus those caused due to the positioning of electrodes, skin-electrode contacts, lighting conditions, head movements, blinking, etc. [7]. [10]. The major limitations are the barely deterministic variables measured in the human body as well as the persistent problem of the Midas’s Touch - the human eye is always ON [7]. As a result, everywhere the user looks, a command is activated. EOG control systems require a high degree of supervision [8]. VOG (video oculography) is another eye tracking system that uses head mounted cameras themselves, it has become a subject of utmost necessity to develop devices that users can successfully integrate into their lifestyle. A large variety of electric powered wheelchairs that use different human machine interfaces (HMI) such as head motion, chin control, sip-n-puff control, voice recognition and EEG signals, are available. Chin control technology uses a force-sensing joystick shaft that doesn’t require very accurate head movements [3]. A little different direction of force each time suffices in moving the wheelchair in different directions. The force required is generally in the range of 0.2 to 0.8 pounds (0.09 to 0.3 kilograms) [3]. This technology can only be adopted by people possessing substantial strength in their neck muscles. Sip-n-puff devices are controlled by commands given by sipping (inhaling) and puffing (exhaling) on a pneumatic tube [4]. Sharp sips and puffs can be used to change the direction of the wheelchair while the steering can be accomplished by lower/softer levels of sips and puffs [4]. These devices are mainly equipped for speed control and require a considerable accuracy in the sips and puffs each time. They are also limited by the fact that they require an external source of start. The TTK (tongue touch keypad) is the only commercially available tongue controller system. It consists of 9 switches built into the dental mouthpiece and fits in the roof of the mouth [5]. Users can adjust the wheelchair speed by touching the front and back pads variedly [5]. A major limitation of such a controller is that they have to be constantly removed before eating and even drinking water. It can prove to be quite a discomfort to be constantly worn inside the mouth. EOG (electrooculography) technology measures the electric potential difference between the cornea and the pupil, with respect to a reference electrode placed on the forehead [6]. 5 more electrodes are placed near the eye to detect eyeball rotation [6]. A change of 20 microvolts is measured for each degree of eye movement [7]. Changing light conditions have negligible effect on EOG signals but they are prone to signal noise and drifting [8]. The variability of the electrooculogram reading depends on many difficult-to-measure factors such as perturbations caused by other biopotentials like EEG, ECG, EMG (electromiogram) [11] plus those caused due to the positioning of electrodes, skin-electrode contacts, lighting conditions, head movements, blinking, etc. [7]. [10]. The major limitations are the barely deterministic variables measured in the human body as well as the persistent problem of the Midas’s Touch - the human eye is always ON [7]. As a result, everywhere the user looks, a command is activated. EOG control systems require a high degree of supervision [8]. VOG (video oculography) is another eye tracking system that uses head mounted cameras themselves, it has become a subject of utmost necessity to develop devices that users can successfully integrate into their lifestyle. A large variety of electric powered wheelchairs that use different human machine interfaces (HMI) such as head motion, chin control, sip-n-puff control, voice recognition and EEG signals, are available. Chin control technology uses a force-sensing joystick shaft that doesn’t require very accurate head movements [3]. A little different direction of force each time suffices in moving the wheelchair in different directions. The force required is generally in the range of 0.2 to 0.8 pounds (0.09 to 0.3 kilograms) [3]. This technology can only be adopted by people possessing substantial strength in their neck muscles. Sip-n-puff devices are controlled by commands given by sipping (inhaling) and puffing (exhaling) on a pneumatic tube [4]. Sharp sips and puffs can be used to change the direction of the wheelchair while the steering can be accomplished by lower/softer levels of sips and puffs [4]. These devices are mainly equipped for speed control and require a considerable accuracy in the sips and puffs each time. They are also limited by the fact that they require an external source of start. The TTK (tongue touch keypad) is the only commercially available tongue controller system. It consists of 9 switches built into the dental mouthpiece and fits in the roof of the mouth [5]. Users can adjust the wheelchair speed by touching the front and back pads variedly [5]. A major limitation of such a controller is that they have to be constantly removed before eating and even drinking water. It can prove to be quite a discomfort to be constantly worn inside the mouth. EOG (electrooculography) technology measures the electric potential difference between the cornea and the pupil, with respect to a reference electrode placed on the forehead [6]. 5 more electrodes are placed near the eye to detect eyeball rotation [6]. A change of 20 microvolts is measured for each degree of eye movement [7]. Changing light conditions have negligible effect on EOG signals but they are prone to signal noise and drifting [8]. The variability of the electrooculogram reading depends on many difficult-to-measure factors such as perturbations caused by other biopotentials like EEG, ECG, EMG (electromiogram) [11] plus those caused due to the positioning of electrodes, skin-electrode contacts, lighting conditions, head movements, blinking, etc. [7]. [10]. The major limitations are the barely deterministic variables measured in the human body as well as the persistent problem of the Midas’s Touch - the human eye is always ON [7]. As a result, everywhere the user looks, a command is activated. EOG control systems require a high degree of supervision [8]. VOG (video oculography) is another eye tracking system that uses head mounted cameras...
to analyze the gaze data and record the user's point of view [7]. The video images are the basis for estimating the working distance and gaze quality [9]. There are a number of issues that affect the quality of VOG tracking, such as droopy eyelids, squinting while smiling, varying light conditions, sweat and even make-up [9]. Since the eyes are connected to the balance organs in the inner ear it is necessary to observe the fine eye movements in various head positions, in order to make a correct diagnosis [7]. For accurate calculation of the gaze vector the user must be very still which can become quite uncomfortable [14]. The most advanced rehabilitation technology is perhaps the EEG (electro-encephalogram) controlled system that uses brain signals to calibrate the movement of the wheelchair [5]. Brain patterns are generated by attaching electrodes to the user's brains that map the signals such as if the user is thinking left motion, the wheelchair will move left [6]. A very advanced model based on EEG signals is the Intel connected wheelchair designed for the physicist Stephen Hawking. It can not only control mobility by thoughts but can also translate them into computer generated words. This Brain Computer Interface (BCI) acquires and analyses brain signals to calibrate the computer to the specific electrical signals generated by different thoughts [15], [16]. Such rehabilitation technology, though highly effective, is extremely expensive, requires continuous calibrations through the years and is hardly used to facilitate the majority. We have devised a new design based on eye tracking technology that has rapid computational speed, high accuracy and is cost-effective.

II. PROPOSED MODEL

Eye-tracking involves the 'tracking of eye movements'. It is a method where the scan path of a person's gaze, while looking over a picture or in a particular direction, is traced and recorded [12]. In other words, the sequence of when and how long the test subject gazes on a particular area of the image is being measured.

Eye tracking has been perceived to be a very accurate platform for the building of rehabilitation technologies. It offers a powerful research tool for developmental scientists. Eye records precisely what people percept and what not [17]. Eye tracking has helped provide detailed, quantitative data to the usability testing process. Most eye-trackers are designed to detect saccades and fixations. Other types of eye movements that are a frequent occurrence are the smooth-pursuit (for tracking slow-moving visual targets), the vestibulo-ocular reflex (for compensating head movements) and the vergence (for obtaining binocular vision) [13]. Not all eye tracking devices can correctly measure and identify the different types of eye movements and not all eye movements can be correctly measured. Therefore, they must be properly controlled in experiments. The use of infrared technology plays a critical role in eye tracking as it allows one to draw connections from a psychological perspective between eye-movement data and neurological processes in the brain.

In this proposed design, an eye mounted frame has been developed that is worn like spectacles shown in Fig. 1.

Three pairs of IR sensors have been drilled into it. With the help of a single eye (with or without vision), a wheelchair can be commanded. IR sensor modules emit a continuous beam of IR rays. Whenever a white object (obstacle) comes in front of the receiver, these rays are reflected back and captured. When faced with a black object (no obstacle) the IR rays are absorbed by the surface and cannot be captured. The sclera is white and thus acts as an obstacle while the iris acts as the reflecting object. It has been found that the average size of the iris is 11.8 mm with the majority of population falling between 10.2 mm and 13.0 mm. The average axial length along the visual axis is 24 mm. It was found that the accurate detection of the eyeball movements can be achieved by using three proximity IR sensor modules. A user has to look extreme left and extreme right to enable the wheelchair motion in either direction. When the gaze of the user is straight, the motion of the wheelchair is forward. Closing of the eyelids for a span of three seconds has been used to initiate and stop motion alternately. By using a timer delay of 3 seconds it has been ensured that the normal blinking of a user (12-13 times in a minute) doesn’t interfere with the working of the program as the average blink time is 0.3 to 0.4 seconds. The signals after being received by the IR sensors are then fed to the PIC micro-controller. PIC microcontroller is preferred because the presence of an inbuilt ADC circuit in the IC makes the circuit simpler. Another reason for using PIC 18FXXX series is their MMC (Multi Media Card) support offered. The use of a MMC is helpful in creating a database for the patients that can be used further for studies and better calibrations. This device is extremely cost-effective as well as efficient.

A. PIC Microcontroller

10 MIPS (100 nanosecond instruction execution) and CMOS FLASH-based 8-bit micro-controller packs Microchip's powerful PIC architecture into a 40 package. The PIC18F452 features a C compiler friendly development environment, 256 bytes of EEPROM, Self-programming, an ICD, 2 capture/compare/PWM functions and 8 channels of 10-bit Analog-to-Digital (A/D) converter. The synchronous serial port can be configured as either 3-wire Serial Peripheral Interface (SPI™) or the 2-wire Inter-Integrated Circuit (I²C™) bus and Addressable Universal Asynchronous Receiver Transmitter (USART).
B. ADC Module

Built-in ADC (10 bit) of PIC is used for a precise estimation of an analog signal into a digital signal readily operational by the software burned into PIC.

C. L293D IC

Since motors require more current than the micro-controller pin can generate, we use motor drivers as current amplifiers. L293D is a 16 pin micro-controller which allows DC motors to rotate in either direction. The maximum voltage supply is 36 volts.

The raw signals are picked by three IR sensor modules, S1, S2, and S3, connected to the eyepiece, shown in Fig. 2. These signals are amplified and then sent to the ADC channels of PIC where they get converted to digital form (Fig. 3).

When the gaze of the person is straight, sensor module S2 is focused on the iris and will produce the output 0 while the modules S1 and S3 give their outputs as 1. As long as the micro-controller receives this interrupt, the prototype moves forward. If S1, S2, S3 are producing the output 0, 1, 1 respectively, the user is looking extreme left and thus the wheelchair will turn left. This motion will continue till the arrival of the next interrupt, for instance the command to move right which is initiated if the user looks to extreme right (S1=1, S2=1, S3=0). The flowchart for the control scheme is shown in Fig. 4. These transmitted signals when receive by the PIC are used to activate the corresponding control algorithms.

III. EXPERIMENTAL ANALYSIS

To assess the sustainability of the proposed design, it was tested on 10 participants, where each person (P1, P2, … P10) was subjected to a total of 60 trial iterations. The trial was conducted to test three principal motions coordinated by corresponding eye movements. The total number of successful detections out of the net trials conducted (20 trials per eye motion) was logged with their respective accuracy and error percentages as shown in Table I.
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<table>
<thead>
<tr>
<th>S.NO.</th>
<th>Total no. of detections</th>
<th>Total no. of accurate left detections (S1)</th>
<th>Total no. of accurate center detections (S2)</th>
<th>Total no. of accurate right detections (S3)</th>
<th>Total no. of accurate detections</th>
<th>Accuracy</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>60</td>
<td>19/20</td>
<td>20/20</td>
<td>19/20</td>
<td>58</td>
<td>96.28%</td>
<td>3.32%</td>
</tr>
<tr>
<td>P2</td>
<td>60</td>
<td>19/20</td>
<td>20/20</td>
<td>19/20</td>
<td>58</td>
<td>96.28%</td>
<td>3.32%</td>
</tr>
<tr>
<td>P3</td>
<td>60</td>
<td>19/20</td>
<td>20/20</td>
<td>18/20</td>
<td>57</td>
<td>94.62%</td>
<td>4.98%</td>
</tr>
<tr>
<td>P4</td>
<td>60</td>
<td>18/20</td>
<td>20/20</td>
<td>19/20</td>
<td>57</td>
<td>94.62%</td>
<td>4.98%</td>
</tr>
<tr>
<td>P5</td>
<td>60</td>
<td>20/20</td>
<td>18/20</td>
<td>19/20</td>
<td>59</td>
<td>97.94%</td>
<td>2.06%</td>
</tr>
<tr>
<td>P6</td>
<td>60</td>
<td>20/20</td>
<td>20/20</td>
<td>19/20</td>
<td>59</td>
<td>97.94%</td>
<td>2.06%</td>
</tr>
<tr>
<td>P7</td>
<td>60</td>
<td>18/20</td>
<td>20/20</td>
<td>19/20</td>
<td>57</td>
<td>94.62%</td>
<td>4.98%</td>
</tr>
<tr>
<td>P8</td>
<td>60</td>
<td>18/20</td>
<td>20/20</td>
<td>19/20</td>
<td>58</td>
<td>96.28%</td>
<td>3.32%</td>
</tr>
<tr>
<td>P9</td>
<td>60</td>
<td>18/20</td>
<td>20/20</td>
<td>19/20</td>
<td>56</td>
<td>93.33%</td>
<td>6.66%</td>
</tr>
<tr>
<td>P10</td>
<td>60</td>
<td>19/20</td>
<td>20/20</td>
<td>19/20</td>
<td>58</td>
<td>96.28%</td>
<td>3.32%</td>
</tr>
</tbody>
</table>
The steering can be controlled by the motion a person’s eyeball. Thus, we have made a platform for demonstrating and testing eye based interfaces at a very low cost and high efficiency which can be used on a large scale in various fields.
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