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Abstract—File sharing in networks is generally achieved using Peer-to-Peer (P2P) applications. Structured P2P approaches are widely used in adhoc networks due to its distributed and scalability features. Efficient mechanisms are required to handle the huge amount of data distributed to all peers. The intrinsic characteristics of P2P system makes for easier content distribution when compared to client-server architecture. All the nodes in a P2P network act as both client and server, thus, distributing data takes lesser time when compared to the client-server method. CHORD protocol is a resource routing based where nodes and data items are structured into a 1-dimensional ring. The structured lookup algorithm of Chord is advantageous for distributed P2P networking applications. However, structured approach improves lookup performance in a high bandwidth wired network it could contribute to unnecessary overhead in overlay networks leading to degradation of network performance. In this paper, the performance of existing CHORD protocol on Wireless Mesh Network (WMN) when nodes are static and dynamic is investigated.
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I. INTRODUCTION

P EER-TO-PEER networks are typically formed by a large number of distributed, heterogeneous, self-configurable and dynamic peers. All the peers cooperate to provide a common service. Applications using peer-to-peer networks use sophisticated discovery mechanisms at each peer to find and communicate with other peers. If the resource discovery mechanism is centralized then it is not scalable, so decentralized discovery mechanisms are required. Peer-to-Peer (P2P) applications have been significantly used for content distribution and sharing in the networks and more than 70% of the traffic are created in the internet by P2P applications.

Major peer-to-peer applications are categorized into three classes. They are distributed file sharing, person-to-person messaging and distributed computing [1]. In Distributed file sharing, each peer shares the file content with other peers in the network based on the requirement of the application. Some examples are Freenet, Lime Wire and Morpheus. In Person-to-person messaging systems, each peer allows to exchange text messages. Some examples are Jabber, Groove, and Yahoo Messenger. Distributed computing systems make the peers to compute some values needed for other peers. Some examples are SETI@home and Entropia.

Some of the advantages of P2P networks are: (1) improvement in scalability because resources are aggregated from peers and reducing the dependency on centralized servers, (2) Reduce the cost by utilizing available resources from other peers and eliminating the need for fixed infrastructure, and (3) load balancing by dividing all the computing at the end systems. In P2P layered architecture a software layer used to construct and maintain the peers in the network is called as P2P substrate. It may be structured or unstructured [2]. Since P2P networks do not have the distinction between client and server nodes as all peers are both clients and servers simultaneously, lesser time is needed to distribute data in comparison to the client-server method [3], [4]. Peer-to-peer networks were started in a wired domain, when being implemented initially for file sharing and distributed computing.

There are two types of overlay networks; Structured and unstructured method [5]. In Structured methods, the P2P overlay network topology is tightly controlled and contents are placed at specified locations to make subsequent data requests more efficient. One of the structured P2P systems use the Distributed Hash Table (DHT), in which data object location information is placed deterministically, at the peers with identifiers corresponding to the data object’s unique key. Content Addressable Network (CAN), Tapestry, Chord, Pastry, Kademia and Viceroy are some of the structured P2P overlay networks.

In unstructured P2P overlay networks, peers are organized in a flat or hierarchical manners and use flooding or expanding-ring and Time-To-Live (TTL) search, to query content stored in the overlay peers. Each peer is visited and evaluated whether content for a query is located locally and will support for complex queries. This is in efficient because queries for content that are not widely replicated must be sent to a large fraction of peers and there is no coupling between topology and content’s location. Some of the unstructured P2P overlay networks are Freenet, Gnutella, FastTrack KaZaA and BitTorrent.

In the distributed P2P applications, a node is chosen which stores data. This is solved by the Chord protocol in a decentralized very effectively: provided with a key, it determine which node stores the key’s value efficiently. When in steady state, every node maintains routing information only for O (logN) other nodes (for N-node network), and resolves lookups via O (log N) messages to other nodes. Chord’s major advantages are simplicity, provable correctness and
Wireless Mesh Networks (WMNs) are fast emerging wireless networks inspiring numerous applications such as community scale, Peer-to-Peer networking. WMNs include mesh clients and mesh routers, with the latter having minimal mobility forming the spine of the networks [6]. These networks are self- configuring and self-organizing with the nodes establishing an ad hoc network. Communications take place through multi-hop routing. Gateway and bridging processes in mesh routers integrate WMNs with other networks like Internet, IEEE 802.15, IEEE 802.16, cellular, IEEE 802.11, and sensor networks [7]. WMNs have advantages such as low cost, easy maintenance, reliable coverage, robustness when compared to other ad hoc networks. WMNs deliver wireless services for several applications in campus, metropolitan areas, local, and personal. Many research challenges remain in protocol layers even when there are advances in wireless mesh networking.

Mesh clients are either static or mobile, and they form a client mesh network amid themselves and with mesh routers. In WMN, all nodes serve as both host and router. The packets are advanced through multi-hop communication within the network. The characteristics of WMN are ad hoc networking, multi-hop communication with a wireless backbone provided by a mesh routers, mobility of nodes supported by the mesh routers and ability of mesh routers to integrate with heterogeneous networks necessitate new design principle for efficient performance of the network. Some of the factors, which influence the performance of WMN, are radio techniques, scalability, mesh connectivity, compatibility, and inter-operability.

The possibility for distributed P2P networking applications is vast using a structured lookup algorithm such as Chord. However, a structured approach improves lookup performance in a high bandwidth wired network is proved; the overlay networks create unnecessary overhead that negatively impacts performance in an unstable environment such as a WMN. This study investigates CHORD protocols on WMN when the nodes are static and dynamic.

II. CHORD PROTOCOL

Stoica et al. [8] presented a scalable peer-to-peer lookup protocol-chord: for internet applications. The Chord protocol used Distributed hash table (DHT). All the nodes were organized in an identifier circle based on the node identifiers as shown in Fig. 1. Keys were assigned to their successor node in the identifier circle. Hash function was used for even distribution of nodes and the keys on the circle. In the ring, all the peers and the resources were assigned to a unique identifier. Each peer stored its identity in the format of (key, value).

For efficient routing each Chord node stored the details about O (log N) other nodes. If these stored details were out of date then the performance degradation occurred. It was difficult to maintain consistent details of O (log N) nodes because any node might join or leave at any time. So chord node should maintain the dynamic information about other nodes. Whenever a node left from the network, it was considered as node failure.

When requesting content or a resource, each node performed one operation: For the given a key, it mapped the key onto a node. Depending on the application using Chord, that node might be responsible for storing a value associated with the key. Chord used consistent hashing methods to assign keys to Chord nodes. Consistent hashing was used for load balancing, since each node had to store the some number of key, value pairs approximately, and required relatively little movement of keys whenever any node joined or left in the network.

CHORD protocol used Consistent hashing like SHA-1 to generate corresponding identifier. It also generates key, which is the basis for a node and data item location of nodes on a circular overlay. Node identifiers are generated by hashing an IP address, while hashing its unique name produced data item’s key. Regular hashing mapped keys to nodes as follows: Nodes were ordered on to an identifier circle. Then key k was assigned to that node. Then this node follows it directly in the identifier space and was designated the successor node of k. Chord uses virtual nodes to maintain uniform key distribution in nodes. In such cases, multiple Ids are assigned to every physical node in the same Chord system ensuring uniform key distribution for nodes [9]. The peer ID could be obtained by hashing the IP address of a particular peer; and data value are hashed to obtain resource ID. Resource ID was kept in the first peer, whose ID >= Resource ID. Finger table are kept by each peer, which stores routing information records.

Each node had a finger table to record log N successors where N is the number of peers. Every peer checked its successors for the updating the Finger table. It contacted a peer predecessor, as it was useful when a peer leaves the ring and asks previous peer to bring the finger table up to date.

Chord routed the message by forwarding to a successor near to destination identifier. First peer checked in finger table
records; chose a successor near the destination, and then forwarded a request to it. The peer on receiving requests would also do some checking and forward a message to a successor. The entire cost was not more than log N hops and \( \frac{1}{2} \log N \) in average where N is the number of overlay peers [10]. Chord defined advertisement function about joining/leaving procedure for peers.

Zöls et al. [12] presented the Hybrid Chord Protocol (HCP) to solve the problem of frequent joins and leaves of nodes. The proposed HCP supports the grouping of shared objects in interest groups for efficient search. Information profiles of the shared objects help in automatically establishing context space for assigning and transferring. It also significantly reduces the traffic load.

Burresi et al. [13] adapted the Chord for WMN, by exploiting location awareness and 1-hop broadcast of WMN. The proposed MeshChord reduces message overhead and improves the information retrieval performance. Novak and Zezula [14] proposed M-Chord, a distributed data structure for metric-based similarity search, which also distributes the storage space and executes similarity queries in parallel. Thaalbi et al. [15] proposed a new distributed lookup protocol for mobile P2P networks with the aim to reduce the overhead traffic and the lookup delay. Simulation results demonstrate the efficiency of the proposed scheme when compared to Chord protocol and Backtracking Chord protocol.

III. METHODOLOGY

In Chord, every node has a finger table, which implements searches in the forward direction. Nodes based on the position of join are arranged to form a ring. The positions are determined using hello messages with neighbor nodes. In normal P2P network, one query message is sufficient to identify the correct node using the finger table. However, in the case of ad hoc networks, these queries are lost consistently due to the dynamic nature of the nodes and instability of the wireless medium. Similarly, the consistency of the ring for the nodes in the network is hard to maintain, due to node failure and mobility. Thus, when a node joins the network, the steps involved in the finger table updating/stabilization is given by

1) The node joining must first find a node already in the network.

2) The node already in the network uses the CHORD mechanism and its finger table to find a successor for the new node.

3) Since the system is dynamic, finger table updating operations are carried out periodically such that each node sees that its successor and predecessor have not changed.

4) When there is a change in the successor or predecessor, the node in the network assumes that a new node has joined the network, or its successor or predecessor has left the network.

5) If a newly joined node lies amid two nodes, they update their successor values to reflect change.

The Chord protocol maintains just one operation: it maps the given key details into a node. Depending on the application, the node might be accountable for storing a value connected with the key. In this work, the IP address generated dynamically are taken as keys. The pseudo code is shown in Fig. 3.
IV. EXPERIMENTAL SETUP

The performance of WMN using CHORD protocol when the nodes are static and dynamic is evaluated through simulations. A test bed network is constructed in the simulator, which consists of 17 nodes spread over an area of 4000m by 4000m. The wireless links communicate with a bandwidth of 2 Mbps. The simulations are run initially for static scenario and later for dynamic nodes where the node is moving with a speed of 60 kmph. The simulations are run for 240 sec. Table I gives the specifications used in the simulations.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>SIMULATION SPECIFICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Nodes</td>
<td>17</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>2 Mbps</td>
</tr>
<tr>
<td>Area</td>
<td>4 km X 4 km</td>
</tr>
<tr>
<td>Routing Protocol</td>
<td>CHORD</td>
</tr>
<tr>
<td>Mobility Speed</td>
<td>60 kmph</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>240 Sec</td>
</tr>
</tbody>
</table>

//ask node n to find the successor of id 
find_successor(id)
if (id C (n, successor))
    return successor;
else
    // forward the query around the circle
    n0 = closest_preceding_node(id);
    return n0.find_successor(id);
    // search the local table for the highest
    //Predecessor of id
    for (i = m down to 1)
        if (finger[i] C (n, id))
            return finger[i];
    return n;

Fig. 3 Pseudocode

V. RESULTS

Figs. 4-6 show the simulation results for average query response time, number of hops to look up and data exchanged. Simulations were also conducted for varying number of nodes to evaluate average path length and average search time as shown in Figs. 7 and 8.

It is observed from Fig. 4 that the average query response time for the static nodes is considerably lower than the dynamic node scenario.

![Fig. 4 Average Query response time](image-url)

From Fig. 5, it is observed that the lookup time increases owing to the dynamic nature of nodes. As seen from Fig. 6, the data exchanged increases considerably for static network when it is compared to the dynamic network.

![Fig. 5 Number of hops to look up](image-url)

![Fig. 6 Data Exchanged in number of bits](image-url)

![Fig. 7 Average Path Length](image-url)

Simulation was conducted for varying number of nodes to evaluate average path length. From Fig. 7 it is observed that the Average path length for static node is significantly lower than the dynamic node by an average of 28.07%.

It is observed from Fig. 8 that the average search time increases for dynamic node when compared to static node scenario. On an average, the dynamic nature of nodes requires 33.36% more average search time than static nodes.

![Fig. 8 Average Search time](image-url)
Fig. 8 Average Search Time

VI. CONCLUSION

Chord algorithm is an efficient lookup algorithm for the distributed P2P networking applications. A structured approach enhances the lookup performance in a high bandwidth wired network; though unnecessary overhead is generated in overlay networks that impact performance negatively in Wireless Mesh Network (WMN). It has been proved that a structured approach increases lookup performance for a high bandwidth wired network; also, overlay networks may create pointless overhead that could adversely impact performance in an unstable environment such as a WMN. This study investigates existing CHORD protocol on WMN when nodes are static and dynamic. The performance of CHORD protocol for metrics like average search time, response time, is evaluated for WMN. Simulation results demonstrate that the dynamic nodes affect the performance of the WMN negatively when compared to the static nodes.
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