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Abstract—We present probabilistic multinomial Dirichlet classification model for multidimensional data and Gaussian process priors. Here, we have considered efficient computational method that can be used to obtain the approximate posteriors for latent variables and parameters needed to define the multiclass Gaussian process classification model. We first investigated the process of inducing a posterior distribution for various parameters and latent function by using the variational Bayesian approximations and important sampling method, and next we derived a predictive distribution of latent function needed to classify new samples. The proposed model is applied to classify the synthetic multivariate dataset in order to verify the performance of our model. Experiment result shows that our model is more accurate than the other approximation methods.
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I. INTRODUCTION

GAUSSIAN PROCESSES (GPs) are natural generations of multivariate Gaussian random variables to infinite index sets. Gaussian process is also a process that is constructed from classical statistical models by replacing latent functions of parametric form by random processes with Gaussian prior. GPs have been applied in a large number of fields in machine learning. One of these fields is the Gaussian regression and classification model. In the case of regression with Gaussian noise, inference can be done simply in closed form, since the classification problem. In the case of regression with Gaussian noise, inference can be done simply in closed form, since the classification problem. In the case of regression with Gaussian noise, inference can be done simply in closed form, since the classification problem. In the case of regression with Gaussian noise, inference can be done simply in closed form, since the classification problem. In the case of regression with Gaussian noise, inference can be done simply in closed form, since the classification problem. In the case of regression with Gaussian noise, inference can be done simply in closed form, since the classification problem.

One prolific line of attack is based on approximating the non-Gaussian posterior with a tractable Gaussian distribution [4]-[6]. The most popular technique for treating intractable problems, empirical comparisons with exact analysis via MCMC and Laplace approximations illustrate the utility of the variational approximation as a computationally economic alternative to full MCMC and it is shown to be more accurate than the Laplace approximation.

Here, we will demonstrate that the variational Bayesian multinomial Dirichlet Gaussian process approach is efficient to classify multivariate data with Gaussian process priors. Our results have also motivated by the inclusion of the variational Gaussian approach within a larger study of different methods for classification with Gaussian processes.

II. GAUSSIAN PROCESS CLASSIFICATION MODEL

A. Our Model

Here, we are going to consider the multinomial Dirichlet Gaussian Process Classification Model (MDGPCM) defined such as. First, we have the data matrix as \( X = (x_1, \ldots, x_N) \) which has dimension \((N \times D)\). Here, we represent the \((N \times K)\) dimensional matrix of Gaussian process latent variables as \( F \). And we also represent the \((N \times 1)\) dimensional columns of \( F \) and the \((K \times 1)\) dimensional rows of \( F \) as \( f^k, k = 1, \ldots, K \) and \( f_n, n = 1, \ldots, N \) respectively. Then, we assume that a GP prior for the \( k \)-th latent vector function \( f_k(x) \) is defined as the Gaussian distribution with zero mean vector and the \((N \times N)\) dimensional covariance matrix \( K \). That is, \( f_k \sim \mathcal{N}(0, K) \).

Here, the \((i, j)\)-th element \( k_{ij} \) of the covariance matrix \( K \) will be defined by:

\[
K(X, \psi^k) = (k_{ij}^k), \quad k_{ij}^k = \exp\left(-\frac{1}{2} \sum_{n=1}^{N} \frac{1}{\phi^k}(x_{in} - x_{jn})^2\right)
\]  

(1)

The \((D \times 1)\) vector of covariance kernel parameters for each class is denoted by \( \psi^k \) and associated hyper-parameters \( \phi^k \) and hyper-hyper parameters \( (\tau^k, \zeta^k) \) complete the model.

Moreover, we define the \((NK \times 1)\) dimensional vector \( f(x) \) of the latent variables for \( K \) classes classification as:

\[
f(x) = (f^1, \ldots, f^k, \ldots, f^K)^T, \quad f^k = (f^k_1, \ldots, f^k_N)^T, k = 1, \ldots, K
\]  

(2)

correlations between variables which may be crucial in the learning of the hyper-parameters. However, despite these problems, empirical comparisons with exact analysis via MCMC and Laplace approximations illustrate the utility of the variational approximation as a computationally economic alternative to full MCMC and it is shown to be more accurate than the Laplace approximation.
where the superscript $k$ denotes a particular class and the subscript $n$ denotes the observation number. Then, the GP prior of latent vector $f(x)$ for $K$ classes classification has usually been chosen to have only intra-class correlations. The covariance matrix for the prior of latent function $f(x)$ is defined as:

$$
K = \begin{pmatrix}
    K(X, \phi^1) & \cdots & 0 \\
    \vdots & \ddots & \vdots \\
    0 & \cdots & K(X, \phi^K)
\end{pmatrix}
$$

(3)

Second, we define the $(N \times K)$ dimensional response matrix of associated target values as $Y = (y_1, \cdots, y_N)^T$, where each component $y_n^k$ of $(K \times 1)$ dimensional row vector $y_n = (y_n^1, \cdots, y_n^K)^T$ takes zero or one, and satisfies the condition $\sum_{k=1}^{K} y_n^k = 1$ for all $n$. And we assume that a $(K \times 1)$ dimensional row vector $y_n = (y_n^1, \cdots, y_n^K)^T$ is distributed with one observation multinomial distribution with parameter vector $\pi_n = (\pi_n^1, \cdots, \pi_n^K)^T$. That is, the $\pi_n^k, k = 1, \cdots, K$ denotes the probability that the $n$-th observation $x_n$ belongs to the $k$-th class. Moreover, we define the all of auxiliary random variables $\pi_n^k, k = 1, \cdots, K, n = 1, \cdots, N$ as a $(N \times K)$ dimensional random matrix $\pi = (\pi_1, \cdots, \pi_n)^T$ with same size of response matrix $Y$. We also assume that the prior distribution of $n$-th parameter vector $\pi_n = (\pi_n^1, \cdots, \pi_n^K)^T$ of the $(N \times K)$ dimensional random matrix $\pi = (\pi_1, \cdots, \pi_n)^T$ is given as the Dirichlet distribution with $K$ parameter vector $\alpha_n = (\alpha_n^1, \cdots, \alpha_n^K)$. Third, we have to consider the link function that specifies the relation between the latent function $f(x)$ and the response mean vector $E(Y | f)$. To drive this relationship, we have first considered the $(N \times K)$ dimensional random matrix $M$ of another auxiliary random variables $m_n^k, k = 1, \cdots, K, n = 1, \cdots, N$. Here, we have also assumed that each auxiliary random variable $m_n^k$ is distributed with Gaussian $N(\mu_k, \Sigma_k)$. And we define $K$-dimensional parameter vector $\alpha_n = (\alpha_n^1, \cdots, \alpha_n^K)$ of Dirichlet distribution $\text{Dir}(\pi_n | \alpha_n)$ as $K$ parameters $\alpha_n = (\exp(m_n^1), \cdots, \exp(m_n^K))$. Then, the relationship between the response row vector $y_n = (y_n^1, \cdots, y_n^K)^T$ and the auxiliary latent vector $\pi_n = (\pi_n^1, \cdots, \pi_n^K)^T$ is adopted as the following form:

$$
y_n^k = 1 \text{ if } \pi_n^k = \max_{1 \leq j \leq K} \{\pi_n^j\}
$$

(4)

Moreover, by using an expectation property of Dirichlet distribution and the softmax method, the probability that a response variable $y_n^k$ takes 1 can be defined by:

$$
p(y_n^k = 1 | m_n) = E(\pi_n^k | \alpha_n = \exp(m_n)) = \frac{\exp(m_n^k)}{\sum_{j=1}^{K} \exp(m_n^j)}
$$

(5)

$$
k = 1, \cdots, K, n = 1, \cdots, N.
$$

Therefore, since the random variables $m_n^k$ is distributed with the Gaussian distribution $N(\mu_k, \Sigma_k)$, the relation between the probability $p(y_n^k = 1 | m_n)$ and latent function $f_n$ can be approximated as:

$$
p(y_n^k = 1 | m_n) = \frac{\exp(m_n^k)}{\sum_{j=1}^{K} \exp(m_n^j)} = \frac{\exp(f_n^k)}{\sum_{j=1}^{K} \exp(f_n^j)}
$$

(6)

$$
k = 1, \cdots, K, n = 1, \cdots, N.
$$

Furthermore, an hierarchic prior on the covariance function parameters $\omega$ is employed such that each parameter has an independent exponential distribution $\phi_d^{\omega} \sim \text{Exp}(\psi_d)$, $d = 1, \cdots, D$ and a gamma distribution is placed on the mean value of the exponential $\psi_d \sim \Gamma(\sigma^{\psi}, \tau^{\psi})$, $d = 1, \cdots, D$. Thus, they are forming a conjugate pair. The associated hyper-hyper-parameters $\omega = (\sigma^{\psi,1}, \cdots, \sigma^{\psi,k}, \tau^{\psi,1}, \cdots, \tau^{\psi,k})$ can be set to reflect some prior knowledge of the data. Alternatively, vague priors can be employed such that, for example, each $\sigma^{\psi,1} = \tau^{\psi,1} = 1$.

Finally, if we define a set of the hidden variables as $\Theta = \{\pi, M, f\}$ the parameters as $\Phi = \{\omega, \psi, \phi, \phi\}$, the joint likelihood function for all hidden variables and parameters takes the following form:

$$
p(Y, \Theta, \Phi | X, \omega) = \prod_{n=1}^{N} p(y_n | \pi_n) p(\pi_n | \alpha_n = \exp(m_n))
\times \prod_{k=1}^{K} p(m_n^k | \phi^k) p(f_n^k | K_{(N \times K)}(X, \phi^k))
\times p(\phi^k | \psi^k) p(\psi^k | \omega^k)
$$

(7)

where the individual factors are respectively define as: $p(Y | \pi)$ is one observation multinomial distribution with probability vector $\pi_n$, $p(\pi | \alpha)$ is the Dirichlet distribution with parameter vector $\alpha_n = \exp(m_n)$, $p(M | f)$ is the Gaussian distribution with mean $f_n^k$ and variance 1, $p(f | X, \phi)$ is a multivariate Gaussian distribution with zero mean vector and covariance matrix $K_{(N \times K)}(X, \phi^k)$, $p(\phi | \psi)$ is an exponential distribution with parameter $\psi^k$, and $p(\psi | \omega)$ is the gamma distribution with parameter $(\sigma^{\psi}, \tau^{\psi})$.

B. The Variational Bayesian Approximation

We now consider an approximate variational Bayesian inference to drive the posterior distributions for latent function...
and parameters in our model. This method is a particular variational method which aims to find some approximate joint distribution \( q(\Theta) = q(\pi, m, f) \) over latent variables \( \Theta = \{\pi, m, f\} \) to approximate the true joint distribution \( p(\Theta) = p(\pi, m, f) \) by minimizing the KL-divergence 

\[
KL(q(\Theta) \mid p(\Theta) \mid Y, X, \Theta)) = -\int q(\Theta) \ln \left( \frac{p(\Theta \mid Y, X, \Phi, \omega)}{q(\Theta)} \right) \, d\Theta
\]

Thus, variational distribution \( q(\Theta) \) is taken by minimizing the KL divergence, and it is equivalent to maximizing the free energy. By the way, the free energy is divided into two components as:

\[
F(q, \Theta) = \int q(\Theta) \ln p(Y \mid X, \Phi, \omega)d\Theta - \int q(\Theta) \ln q(\Theta)d\Theta
\]

Here, the variational distribution \( q(\Theta) \) is usually assumed to factorize over some partition of latent variables \( \Theta = \{\pi, m, f\} \) like as \( q(\Theta) = q(\pi)q(m)q(f) \). It can be shown using the calculus of variations that the best distribution \( q^*(\Theta) \) for each of the factors \( q(\Theta_i) \), \( i = 1, 2, 3 \) (in term of the distribution maximizing the free energy) can be expressed as:

\[
q^*(\Theta_i) = \exp(E_{q^*(\Theta_i)}(\ln p(Y, \Theta \mid X, \Phi, \omega))), i = 1, 2, 3
\]

where \( E_{q^*(\Theta_i)}(\ln p(Y, \Theta \mid X, \Phi, \omega)) \) is the expectation of the logarithm of the joint probability of the data \( Y \) and latent variables \( \Theta \), taken over all variables not in the partition. In practice, we usually work in terms of logarithm of the variational distribution \( q^*(\Theta_i) \), i.e.:

\[
\ln q^*(\Theta_i) = E_{q^*(\Theta_i)}(\ln p(Y, \Theta \mid X, \Phi, \omega)) + \text{constant}, i = 1, 2, 3
\]

From a variational principle that we have considered so far, the variational Bayesian posterior distributions for latent function and all parameters can be summarized by the following iterations which, for all \( k \) and \( d' \), will optimize the bound on the marginal likelihood.

First, we consider the variational approximate posterior \( q^*(\pi) \) for the parameter vector of classification probabilities \( \pi \).

\[
q^*(\pi) = \prod_{s=1}^{N} q^*(\pi_s), \quad q^*(\pi_s) \sim \text{Dir}(\pi_s | \beta^*_s)
\]

\( \beta^*_s = (\beta^*_s, \ldots, \beta^*_s) \), where \( \beta^*_s = \gamma^*_s + E_{q^*(\pi_s)}(\exp(m^*_s)) \).

Second, we consider the approximate posterior \( q^*(m) \) of normal auxiliary variables \( m \) over Dirichlet auxiliary vector \( \pi \) and the latent variables \( f \). This is given as

\[
q^*(\pi) = \prod_{i=1}^{K} \prod_{l=1}^{L} q^*(m^*_i), q^*(m^*_i) = q^*_i(m^*_i) \times q^*_i(m^*_i)
\]

where the distribution \( q^*_i(m^*_i) \) is given by

\[
q^*_i(m^*_i) = \frac{\exp(E_{q^*(\pi)}(\ln \pi^*_i) \exp(m^*_i)))}{\Gamma(\exp(m^*_i))}
\]

and \( E_{q^*(\pi)}(\ln \pi^*_i) \) is the digamma function, and the distribution \( q^*_i(m^*_i) \) is given by the normal distribution \( N(m^*_i \mid E_{q^*(\pi)}(f^*_i)) \). Therefore, the required posterior expectation \( E(m^*_i) \) can be computed as the following manner by using importance sampling method:

\[
E(m^*_i) = \int q^*_i(m^*_i) \exp(m^*_i) \, dm^*_i \approx \sum_{i=1}^{K} m^*_i \exp(m^*_i) \]

Third, we consider the approximate posterior \( q^*(f) \) of latent variables \( f \) over normal auxiliary variables \( m \) and the parameters \( \phi^{k_1 \ldots k_d} \). We have obtained the approximate posterior \( q^*(f) \) for latent function \( f \):

\[
q^*(f) = \prod_{i=1}^{K} N(f^*_i \mid E(f^*_i), \Sigma^*_i),
\]

where \( E(f^*_i) = \Sigma^*_i E(m^*_i) \), and

\[
\Sigma^*_i = K^{i \times N}_i(E_{q^*(\phi)}(\phi)) (I + K^{i \times N}_i(E_{q^*(\phi)}(\phi))^T)^{-1}
\]

Fourth, if we also consider the set of hyper-parameters \( \Phi = \{\phi^{i_1 \ldots i_d} \} \), in this variational treatment, the expectation of the covariance kernel hyper-parameters \( \phi^{k_1 \ldots k_d} \) under the variational posterior distribution \( q(\phi) \) can be approximated by drawing \( S \) samples such that each \( \phi^k \sim \exp(E_{q^*(\phi)}(\phi^k)) \) and so;
\[
E_{\psi} [\psi] \approx \sum_{i=1}^{S} \psi_i w(\psi_i), \quad (18)
\]
where,
\[
w(\psi_i) = \frac{N(E_{\psi} (f_i^1)), 0, K(X, \psi_i))}{\sum_{i=1}^{S} N(E_{\psi} (f_i^1)), 0, K(X, \psi_i))}
\]

Finally, the approximate posterior for hyper-parameters \(\psi_{\sigma}^k\) is given as the gamma distribution with parameters \(\sigma^k + 1\) and \(r^k + E_{\psi_{\sigma}^k} (\psi_i^k)\). And the required posterior mean values are given as;
\[
E_{\psi_{\sigma}^k} (\psi_i^k) = \frac{\sigma^k + 1}{r^k + E_{\psi_{\sigma}^k} (\psi_i^k)} \quad (19)
\]

\textbf{C. Predictive Distribution for New Observation}

Here, we have first to consider a predictive distribution \(q(f_{\text{new}} | X, x, \Theta, y)\) of latent function \(f_{\text{new}} = (f_{\text{new}}^1, \ldots, f_{\text{new}}^K)^T\) corresponding to new observation \(x_{\text{new}}\). Here, we define \(K(X) = \text{E}(\psi^2)\) as the \((N \times N)\) covariance matrix containing the covariance function values given by training data points \(X\), and we also define \(k_{\text{new}}^k(x_{\text{new}}, X | \text{E}(\psi^1))\) as the \((N \times 1)\) covariance vector containing the covariance function values between the new point \(x_{\text{new}}\) and those contained in training data \(X\). Moreover, \(k_{\text{new}}^k(x_{\text{new}}, x_{\text{new}} | \text{E}(\psi^1))\) denotes the covariance function value for the new point and itself.

Here, the predictive distribution \(q(f_{\text{new}} | X, x, \Theta, y)\) will be Gaussian. Hence, its mean vector and covariance matrix are given as follows. The predictive mean vector for latent function \(f_{\text{new}}\) is given by:
\[
E_{\psi} (f_{\text{new}} | X, x, \Theta, y) = Q(X, x_{\text{new}} | E(\psi)^T K(X, E(\psi))^T \mu_i
= Q(X, x_{\text{new}} | E(\psi)^T (I + K(X, E(\psi)))^{-1} E(m)
\]
and the covariance matrix for latent function \(f_{\text{new}}\) is given by:
\[
Cov_{\psi} (f_{\text{new}} | X, x, \Theta, x_{\text{new}}) = \text{diag}(k_{\text{new}}^1, \ldots, k_{\text{new}}^K)
\]
\[
-Q(X, x_{\text{new}} | E(\psi)E(\psi)^T (I + K(X, E(\psi)))^{-1} Q(X, x_{\text{new}} | E(\psi))
\]

When the mean \(E(t_{\text{new}}^1)\) and the variance \(Var(t_{\text{new}}^1)\) of latent function \(f_{\text{new}}^1\) for each class \(k = 1, \ldots, K\) are given, we extract the \(S\) samples \(f_{\text{new}}^{(1)}, \ldots, f_{\text{new}}^{(S)}\) of latent variable \(f_{\text{new}}^1\) from a normal distribution \(N(t_{\text{new}}^1 | E(t_{\text{new}}^1), Var(t_{\text{new}}^1))\) having this mean and variance. And using a similar method, we also extract the \(S\) samples \(m_{\text{new}}^{(1)}, \ldots, m_{\text{new}}^{(S)}\) of the auxiliary variables \(m_{\text{new}}^1\) for each class \(k = 1, \ldots, K\) from the normal distribution \(N(m_{\text{new}}^1 | t_{\text{new}}^1, 1)\) having a mean \(t_{\text{new}}^1\) and variance 1. Next, we define the parameters \(\alpha^k_{\text{new}} = (\exp(m_{\text{new}}^{(1)}), \ldots, \exp(m_{\text{new}}^{(K)})\) of the Dirichlet probability distribution using the extracted samples \((m_{\text{new}}^{(1)}, \ldots, m_{\text{new}}^{(K)})\) and we extract again the classification probabilities vector \(\pi_{\text{new}}^{(1)} = (\pi_{\text{new}}^{(1)}, \ldots, \pi_{\text{new}}^{(K)})\) from the Dirichlet distribution.
\[
\pi_{\text{new}}^{(k)} \sim Dir((\pi_{\text{new}}^{(1)}, \ldots, \pi_{\text{new}}^{(K)}) | (\exp(m_{\text{new}}^{(1)}), \ldots, \exp(m_{\text{new}}^{(K)}))
\]

Repeating this procedure \(S\) times, we have generated a total \(S\) number of classification probabilities vector \(\pi_{\text{new}}^{(1)}, \ldots, \pi_{\text{new}}^{(S)}\). And using them, we calculate the mean of the classification probabilities vectors as:
\[
\pi_{\text{new}} = \frac{1}{S} (\pi_{\text{new}}^{(1)} + \ldots + \pi_{\text{new}}^{(S)})
\]

\textbf{III. EXPERIMENTAL RESULTS}

To estimate the performance of the proposed algorithm, we will consider four partially overlapping Gaussian sources of data in two dimensions. First, in order to train a model, we generate four classes’ bivariate Gaussian random samples. One hundred twenty data points were generated by the four bivariate normal distributions with the mean vectors and covariance matrices described in Table I.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
\textbf{Class} & \textbf{Mean vector} & \textbf{Covariance matrix} \\
\hline
\text{Class1} & (-1.75,1.0) & \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix} \\
\text{Class2} & (-1.75,1.0) & \begin{pmatrix}
1 & 0.5 \\
0.5 & 1
\end{pmatrix} \\
\text{Class3} & (2,2) & \begin{pmatrix}
1 & -0.5 \\
-0.5 & 1
\end{pmatrix} \\
\text{Class4} & (-2,-2) & \begin{pmatrix}
1 & -0.5 \\
-0.5 & 1
\end{pmatrix} \\
\hline
\end{tabular}
\end{table}

One hundred and twenty draws were made from Table I and the test samples are used in the proposed algorithm with a further 4,000 points. Each of the sample values were sampled uniformly thus creating a balance of samples drawn from the four target classes. Fig. 1 (a) shows a plotting of training data points on a two-dimensional space. Second, in order to verify the performance of the model, we generate different four classes of bivariate Gaussian random sample. Four thousands data points were generated by the bivariate normal distribution. Fig. 2 (a) shows the results that were monitored for covariance parameters during each step and as would be expected, it shows us a steady convergence in the improvements of the parameters. From Fig. 2 (b), we can also see that the development of the predictive performance follows that achieving a predictive performance of 92.2% at convergence. Therefore, it knows that the proposed method can entirely classify well data points.
In this paper, we consider probabilistic multinomial Dirichlet classification model for multidimensional data with Gaussian process priors placed over the latent function. Variational Bayesian algorithm is used to drive approximate posteriors for latent function as well as parameters needed to define the Multinomial Dirichlet Gaussian process classification model. The proposed algorithm was performed in two steps: each of which is the training step and classification step. First, in the training step, using the variational Bayesian formula, we derived approximately the posterior distribution of the latent function and parameters on the basis of the learning data. Second, in the classification step, using a derived posterior distribution of the latent function, we estimate the classification probabilities to assign new sample into proper class. We assign this sample into a class that has the maximum probability.
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