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Abstract—In this paper, a genetic-neural-network (GNN) based large-signal model for GaN HEMTs is presented along with its parameters extraction procedure. The model is easy to construct and implement in CAD software and requires only DC and S-parameter measurements. An improved decomposition technique is used to model self-heating effect. Two GNN models are constructed to simulate isothermal drain current and power dissipation, respectively. The two model are then composed to simulate the drain current. The modeling procedure was applied to a packaged GaN-on-Si HEMT and the developed model is validated by comparing its large-signal simulation with measured data. A very good agreement between the simulation and measurement is obtained.
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I. INTRODUCTION

TODAYS, GaN HEMT transistors are becoming the most appropriate technology for high power amplifier (HPA) design [1]. This accordingly increases the need for rigorous modeling of the electrical and electro-thermal behavior of GaN devices. In the last decade, many models for GaN HEMT devices have been published [2]–[5]. Most of these models are based on analytical or table-based modeling techniques. The analytical modeling technique is computationally efficient (convergence and prediction); however, it is technology dependent and higher efforts is required to formulate the expression and optimize the fitting parameters. The table-based modeling technique is technology independent and more accurate than the analytical one but it has lower convergence rate and it has no prediction capability. In this paper, genetic neural networks as a modeling technique for GaN devices will be investigated. This model "learn" the relationship between input and output from the measured data, and then it can efficiently predict the output value for any input value [6].

This modeling approach is accurate and there is no assumption of particular analytical functions (black-box modeling). The model prediction capability can also be improved by using a knowledge-based approach to choose a suitable activation function.

Self-heating due to high power dissipation represents the main challenge of GaN HEMTs power transistors especially for those on Si Substrate. This regenerative process degrades the electron saturation velocity and thus reduces the drain current [7]. The self-heating significantly impacts the device performance especially under static and quasi-static operation. At higher frequency this effect is reduced, because in this case, the input signal is not slow enough to heat up the device.

An efficient approach will be presented in this paper to simulate the self-heating based on DC IV measurements in two regions (low and high power dissipation areas) of operation. The general behavior of the drain current without self-heating (isothermal condition) is modeled by using single-hidden layer GNN model based on the measurements of the 1st zone of negligible power dissipation. Similar GNN model is then used to simulate variation of the power dissipation with the gate and drain voltages in the 2nd zone of high power dissipation. Both models are then combined to simulate the drain current and its associated self-heating effect.

Fig. 1 Large-signal equivalent circuit model for GaN HEMTs including self-heating and output conductance dispersion effects

II. EQUIVALENT CIRCUIT MODEL

The device is modeled by the equivalent circuit shown in Fig. 1. The extrinsic RLC of the model represents contact and semiconductor bulk resistances, metallization, bond wire, and package inductances and pad contacts capacitances. The intrinsic part of the model simulates the depletion region capacitances (C_D, C_G, and C_H) and gate and drain (channel) currents I_D and I_G. The model also includes an additional RC branch (C_D and R_D) and a thermal sub-circuit to simulate trapping and self-heating induced dispersion, respectively. The same developed extraction method for the extrinsic and
intrinsic elements of the model in [4] has been used. The bias dependency of \( C_{gd} \) and \( C_{gs} \) has been modeled by simple polynomial and tangent functions, respectively [4].

A genetic neural network based model is used to represent the gate currents. The model topology includes only a single hidden layer with unit biases, as illustrated in Fig. 2. According to this model, the gate current can be expressed as

\[
I_{gs} = \sum_{i=1}^{3} w_i f( w_{1i} V_{gs} + w_{2i} V_{ds} + w_{3i} )
\]  

(1)

where \( V_{gs} \) and \( V_{ds} \) are the intrinsic gate and drain voltages, \( w_{1i}, w_{2i}, w_{3i} \) are the input weights and \( w_i \) is the output weight. The activation function \( f(.) \) equal to \( e^x \) for this case of the gate current. This function is consistent with the typical exponential behavior of the gate current and improves the model accuracy. The model weights are optimized to find the best fitting for measured \( I_{gs} \). As it will be explained in the next section, genetic algorithm optimization is used to find an optimal value for each of the 12 model weights.

![Fig. 2 Topology of the implemented GNN model](image)

The drain current and its inherent self-heating is formulated as:

\[
I_{ds} = I_{ds0} [1 - K_T H_{LP}(\omega) P_{diss}].
\]

(2)

where \( I_{ds0} \) is the isothermal current at ambient temperature. \( K_T \) is fitting parameter accounts for the device thermal resistance and the temperature dependence of the drain current. The power dissipation \( P_{diss} \) is multiplied by low frequency function \( H_{LP}(\omega) \) to simulate the significant self-heating under static and/or quasi-static operation. This term is implemented using the low-pass thermal sub-circuit in the model (see Fig. 1). Fig. 3 shows a schematic of the developed drain current model including the self-heating. Bias dependence of the isothermal drain current is modeled by GNN model of the same topology shown in Fig. 2.

![Fig. 3 Schematic of the drain current model](image)

The isothermal current represents the DC IV measurements of self-heating free (negligible power dissipation) in zone 1 (see Fig. 4). The corresponding GNN model can be developed by fitting these measurements. Zone 2 represents the whole IV characteristic including the self-heating affected measurements. The power dissipation \( (P_{diss}=I_{ds}V_{ds}) \) is calculated over the whole measured IV characteristics as show in Fig. 5. These data of \( P_{diss} \) are then modeled using another GNN model of the same topology presented in Fig. 2. The same genetic algorithm based procedure is used to find
optimal weights of the model. The predicted $P_{\text{diss}}$ passes through low pass filter and scaled by $K_2$ and then multiplied by the predicted $I_{\text{dso}}$ to produce $I_{\text{dso}}K_2P_{\text{diss}}$. This term or value is then subtracted from the original $I_{\text{dso}}$ to simulate the reduction in the drain current caused by self-heating.

![Flowchart of the neural network weights optimization using genetic algorithm](image)

**III. MODEL PARAMETERS OPTIMIZATION**

As it has been mentioned in the last section, genetic algorithm based optimization procedure is used to find optimal values for the 12 weights of the GNN model. The procedure is illustrated by the flow chart in Fig. 6. The optimization process is started by random generation of initial population of individuals. Each individual consists of 12 values (9 for the input weights and 3 for the output weights). These individuals represent the first generation of parents. The individuals are then evaluated by fitting the measurements ($I_{\text{gs}}$, $I_{\text{dso}}$ or $P_{\text{diss}}$) and the best (minimum error) 90% out of them are selected to be the parents of the next generations. The selected individuals undergo recombination (crossing) and mutation operations to produce the next generation of offspring. These individuals are then evaluated by fitting the measurements to find those of minimum errors. In the next step of reinsertion, the most error individuals in the old population (parents) are replaced by the selected offspring individuals. The combined individuals will be considered as parents for the next generation and pass through selection, crossing and mutation operations. The optimization process will continue over $N_{\text{max}}$ generation to find at the end the minimum error individual and the associated optimal values of the model weights.

This procedure has been applied to DC IV measurements of a packaged GaN HEMT device from Nitronex corporation to determine the optimal weights of the neural network models of the drain and gate currents. The optimization process is started by generating a uniformly distributed random initial population of 1000 individuals. Each individual consists of 12 values (input and output weights). The maximum number of generations is set to 50. The procedure was applied to the first zone of the measured drain current to construct the GNN model of $I_{\text{dso}}$. Fig. 7 (a) shows error variation versus the number of generation during the optimization process of the model weights. Fig. 7 (b) presents the predicted and measured isothermal drain current in zone 1. This process is re-applied on the measurements of $P_{\text{diss}}$ in the second zone to determine the optimal weights of the corresponding GNN model. The optimization results are presented in Fig. 8. As it can be seen, the model can efficiently reproduce $I_{\text{dso}}$ and $P_{\text{diss}}$.

![Graphs showing optimization results](image)
IV. MODEL IMPLEMENTATION AND VALIDATION

The modeling procedure has been applied to the considered packaged GaN HEMT. The developed large-signal model was implemented in Advanced Design System (ADS®). The extrinsic bias-independent passive elements (see Fig. 1) are represented by lumped elements, while the intrinsic nonlinear part is implemented by a symbolically defined device (SDD) and data access (DAC) components. The GNN model in Fig. 2 can be easily implemented in ADS by

\[
Y = w_1 f(w_{11}V_{ds} + w_{21}V_{gs} + w_{31}) + w_2 f(w_{12}V_{ds} + w_{22}V_{gs} + w_{32}) + w_3 f(w_{13}V_{ds} + w_{23}V_{gs} + w_{33})
\]

where \( f(.) \) is equal to \( \tanh(.) \) for \( I_{ds} \) and \( P_{diss} \); while it is equal to \( e^{(.)} \) for \( I_{gs} \). The implemented model is validated by the DC IV measurements shown in Fig. 9. As it can be seen, the model reproduces the measurements in a very good manner and predicts the drain current in the high power dissipation area. The model has been also validated by single-tone large-signal measurements shown Fig. 10 for the same device. A very good agreement between measurements and simulations can be observed. The model also showed a very good convergence rate and smaller time of simulation with respect to the table-based model reported in [4] for the same device.
V. CONCLUSION

The developed modeling approach showed a very good simulation with higher rate of convergence for GaN HEMTs. The modeling approach can be extended to consider extra anomalies such as kink effect in the drain IV characteristics.
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