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Abstract—In this paper we presented a new method for tracking flying targets in color video sequences based on contour and kernel. The aim of this work is to overcome the problem of losing target in changing light, large displacement, changing speed, and occlusion. The proposed method is made in three steps, estimate the target location by particle filter, segmentation target region using neural network and find the exact contours by greedy snake algorithm. In the proposed method we have used both region and contour information to create target candidate model and this model is dynamically updated during tracking. To avoid the accumulation of errors when updating, target region given to a perceptron neural network to separate the target from background. Then it outputs used for exact calculation of size and center of the target. Also it is used as the initial contour for the greedy snake algorithm to find the exact target's edge. The proposed algorithm has been tested on a database which contains a lot of challenges such as high speed and agility of aircrafts, background clutter, occlusions, camera movement, and so on. The experimental results show that the use of neural network increases the accuracy of tracking and segmentation.
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I. INTRODUCTION

AIRCRAFT tracking, is one of the major issues addressed in the air control system. Aircraft tracking using video images have many applications such as aircraft guidance during landing, automatic scoring in acrobatics and weapons targeting on military matters. There are some important challenges in tracking that makes it difficult. The existence of similar objects, occlusion, background clutter, changes in luminance, and so on. This paper proposes a new method to deal with these challenges. The rest of the paper is organized as follows. Section II gives a brief survey of tracking algorithms. The proposed method is discussed in Section III. Results are presented in Section IV and Section V concludes the paper.

II. RELATED WORK

In [1] a variety of tracking methods have been investigated in detail. For ease of discussion, we classify these methods into two categories: region-based method and contour-based method [2]. The basic idea of region-based method is to track object with the similarity measure of object region. mean-shift algorithm has achieved considerable success in similarity region search due to its simplicity and robustness. The scale of the mean-shift kernel is a crucial parameter, so many mechanisms were presented for choosing or updating scale. for example [3] suggests repeating the mean-shift algorithm at each iteration using window size of ±10% of the current size, and evaluating which scale is best using the Bhattacharyya coefficient. But these mechanisms have low efficiency in sudden deformations. Moreover, non-deterministic methods such as the kalman filter [4] and particle filter [5] are more effective for dealing with occlusion. In general, estimation methods have the major advantage over other methods because if they fail in one or more frames to detect a target, they can retrieve themselves in the next frames and continue to tracking. In [6] for the purpose of tracking the aircraft, extracted local features are used. This tracking algorithm lies in the assumption that there is little motion between consecutive frames.

The contour based method, uses dynamic curve model for target tracking. This model at the first time was introduced in 1987 by Kass [7] and includes an initial curve and its energy function. Then in 1988, Amini [8] presented a novel method using dynamic programming and Williams in [9] proposed a greedy algorithm for this model. These three methods are compared with each other in [10]. Both dynamic programming and greedy algorithm are better than the original algorithm. The time complexity of the dynamic programming approach is too large and thus this approach is not suited for tracking a contour in real time without specialized hardware. Nevertheless, this approach might be applied to static image analysis. The greedy algorithm is computationally inexpensive and therefore well suited for real time applications. This algorithm reduces the complexity of the basic method from $O(n^3)$ to $O(nm)$ where $n$ is number of points and $m$ is the size of the neighborhood. Contour-based methods can achieve a high tracking precision, but in targets with high speed or large aspect change, their robustness is usually not better than that of region-based methods. Because the most methods for contour based tracking, use the contour of the current frame as the initial contour in the next frame. So far, various solutions such as defining a new external energy [11] is presented. [12] Employ game of life cellular automaton to manage snake pixels deformation in each epoch of minimization procedure. Another problem of contour-based methods is high computational cost, especially for large objects, or objects with high speed.

Some tracking methods use both region and contour information. [2] introduced a two stage object tracking
method. First, the kernel-based method has been used to locate the object region. In the next stage, a Kalman filter with Bhattacharyya coefficient is used to determine the object tracking position. Finally, diffusion snake [13] is used to evolve the object contour.

III. PROPOSED METHOD

Compared to the Kalman filter, particle filter for use of random sampling is more robust against issues such as occlusion. In addition, particle filter does not consider any conditions about the model. For this reason, we used particle filter for estimation of target location. In proposed method, both region and contour information has been used to create target model. A major problem in the use of systems that continuously update their model, is the accumulation of the errors after a few update that it cause the tracker to fail.

In our method, target region given to a perceptron neural network to separate the target from background. This makes the location estimation error decreases and so tracking parameters such as size, speed and target model will update correctly. Finally its output will be used as the initial contour of the greedy snake algorithm to find the target's edge. Another advantage of using neural network is reducing runtime.

A. Estimate Target Location

Estimation methods are based on the uncertainty in the corresponding objects in successive frames. This view is derived from this fact that receiving means and sensors in imaging have noise and also behavior of an object is comply with random pattern. Statistical methods control the problems that arising from measurement errors by using uncertainties.

Two most important non-deterministic tracking methods, are Kalman filter and particle filter. Below some advantages of particle filter compared to the Kalman filter are discussed.

- Kalman filtering assumes white noise with a Gaussian probability distribution, but the particle filter is not limited to this assumption.
- Kalman filter considers that the model of system is linear, but particle filter can used for both linear and non-linear models.
- Particle filters expand their possibilities on improbable places and this property helps it to find targets with high speed and sudden direction changes.
- For these reasons, we used particle filter for estimation of target location.

B. Target Representation

In fact, object representation is extraction of features that are useful for target tracking. In this work combination of these features was used for target representation: variance and mean of each bound in RGB space, probability density function of silhouette target region and probability density function of rectangular target region (target and background) in HSI space.

Color histogram is calculated by using a weighting scheme. Different pixel's contribution to the object representation depends on its position with respect to the center of the target. Greater weights are given to pixels near the region center and smaller weights are assigned to pixels farther from the center. Using these weights increases the robustness of the density estimation since the peripheral pixels are the least reliable, being often affected by occlusions (clutter) or interference from the background. We use Epanechnikov kernel \( k(x) \) as a weighting function.

\[
k(x) = \begin{cases} \frac{2}{d \pi c_d^d} (d+2) |x|^2, & \|x\| \leq 1; \\ 0, & \text{otherwise}; \end{cases}
\]  

(1)

where \( c_d \) is the volume of the unit d-dimensional sphere. Fig. 2 shows an example of function \( k(x) \) that is calculated in both silhouette and rectangular region.

Fig. 1 The flowchart of proposed algorithm. Our proposed method is made in three steps: (1) estimate the target location by particle filter, (2) segmentation target region using neural network, and (3) find the exact contours by greedy snake algorithm.

Fig. 2 The output of Epanechnikov kernel for (a) rectangular target region (b) silhouette target region

To reduce the computational cost, m-bin histograms are
used. The function b: R²→[1...m] associates to the pixel at location the index b( ) of its bin in the quantized feature space. The HSI space for proposed method is quantized into 12 bins. The probability of the feature u=1...m in the target model is then computed as:

\[ \hat{q}_u = C \sum_{i=1}^{k} \delta[b(x_i) - u] \]  

(2)

where \( \delta \) is the Kronecker delta function. The normalization constant is derived by imposing the condition \( \sum_{u=1}^{m} \hat{q}_u = 1 \), from where:

\[ C = \frac{1}{\sum_{i=1}^{k} (\|x_i - \mu\|^2 + \sigma^2)} \]  

(3)

since the summation of delta functions for u=1...m is equal to one.

Let \( \{X_i\}_{i=1,...,nh} \) be the normalized pixel locations of the target candidate, centered at \( y \) in the current frame. The tracking algorithm searches for the target in this frame, from the target candidates. The probability density function for target candidates are represented by:

\[ \hat{p}_y(y) = C_y \sum_{i=1}^{k} \delta \left[ \frac{y - x_i}{h} \right] \delta[b(x_i) - u] \]  

(4)

where \( h \) is the bandwidth, and \( C_y \) is the normalization constant and is defined as:

\[ C_y = \frac{1}{\sum_{i=1}^{k} \left( \left\| \frac{y - x_i}{h} \right\|^2 \right)} \]  

(5)

We adopt the Bhattacharyya coefficient to calculate the distance among target pdf and candidates.

\[ \rho(y) = \rho[\hat{p}(y),\hat{q}] = \sum_{u=1}^{m} \sqrt{\hat{p}_y(y) \hat{q}_u} \]  

(6)

The similarity function defines a distance among target model and candidates. We are assumed that the distribution of similarity function \( F \) is Gaussian. If \( V_i \) and \( M_i \) denotes the variance and mean difference between two models in \( i \)th bound of RGB space, respectively, then the Gaussian measurement likelihood function is computed as:

\[ F = e^{-\frac{1}{2\sigma^2} \sum_{i=1}^{3} (V_i^2 + M_i^2) + \beta \hat{p}_i} \]  

(7)

where \( \hat{p}_i \) calculate with eq.6 in HIS space and \( \sigma \) is the standard deviation of the distribution of distance measures.

C. Segmentation Target Region

Most methods for contour based tracking use the contour of the current frame as the initial contour in the next frame. This approach in tracking targets with high speed or large aspect change, will fail. In the proposed method the neural network is used to obtain an initial contour. For this purpose, the target region which is estimated in the previous stage, segmented into two categories, target and background by the neural network and then extract the initial contour from this binary image. For this purpose, we have used a three-layer perceptron neural network. Test results show that use of neural network to obtain the initial contour, increases the speed and accuracy of the greedy snake algorithm and also there is not the problem of not converge to the concave parts of the target. These advantages are due to the initial contour is very close to the final contour.

D. Greedy Snake

A discrete snake is defined as \( N \) contour points named snaxels and represented as: \( V = \{v_i=x_i,y_i\} \mid 1<=i<=N \} \) where for a closed snake \( v_1=vn+1 \). In greedy algorithm for minimization of snake energy, a neighborhood is defined for each snaxel of snake and snake energy is computed for each point of neighborhood. The snaxel (center of neighborhood) is then updated to a point of neighborhood that has minimum energy. For locking of snake on target boundary this process should be iterated several times. The snaxel energy consists of two parts including internal and external energies:

\[ E_{\text{contour}} = \sum_{v_n} E_{\text{internal}}(v_n) + \sum_{v_n} E_{\text{external}}(v_n) \]  

(8)

The internal energy function defines shape characteristics of the contour and is defined using the following:

\[ E_{\text{internal}}(v_n) = \alpha E_{\text{continuity}}(v_n) + \beta E_{\text{curvature}}(v_n) \]  

(9)

where \( E_{\text{continuity}}(v_n) \) and \( E_{\text{curvature}}(v_n) \) are the normalized continuity and curvature energies, for the snaxel \( v_n \), respectively. \( E_{\text{continuity}} \) controls the distance between points. The higher \( \alpha \), means that minimize the distance between points is more important. \( E_{\text{curvature}} \) controls the smoothness of the curvature. The higher \( \beta \), means that maximize the angles between points is more important.
The continuity and curvature energy functions are defined as:

\[
E_{\text{continuity}} = \frac{d - |v_{n(j)} - v_{n+1}|}{\max\{d - |v_{n(j)} - v_{n+1}|\}} \tag{10}
\]

\[
E_{\text{curvature}} = \frac{|v_{n+1} - 2v_n + v_n(j)|^2}{\max\{|v_{n+1} - 2v_n(j) + v_{n+1}|^2\}} \tag{11}
\]

where \(d\) is the average curve length and \(V_{n(j)}\) represents the neighbors of a point \(V_n\) for \(j = 1, 2, \ldots, M\). \(M\) is number of pixel in neighborhood.

External energy defines the using of image data in the process of minimization. The External energy is defined as

\[
E_{\text{external}} = \frac{\min(mag) - \text{mag}}{\max(mag) - \min(mag)} \tag{12}
\]

where \(\text{mag}\) is the gradient magnitude of the current point, \(\max\) is the maximum and \(\min\) is the minimum gradient in each neighborhood. This gradient magnitude term is negative so that points with large gradient will have small values. Fig. 4 shows output of the greedy snake algorithm on a sample frame.

Fig. 4 One example of the adaptation of the initial contour to the edges of the target. Red contour obtained by the neural network, and white contour has been created the greedy snake stage.

IV. EXPERIMENTAL RESULTS

The proposed method was implemented with matlab program. The video database was downloaded from [14]. This database was collected during the Air Race 2006 in Perth, Australia. Most of the data was collected in AVI format at 25 frames per second and a frame size of 720×576. There are 27 video sequences of varying length. The longest video sequence lasts for over one minute. In addition to these 27 sequences, there are four video sequences acquired with a low resolution camera at 15 frames per second and a frame size of 640×480. The database contains six different types of aircrafts including propeller planes, jet planes, aerobatics planes, fighter, transport aircraft and a helicopter. Some of the challenges, from tracking point of view, in the database include: camera movement and optical zoom, high speed aircrafts, aircraft pose variation, occlusions due to clouds and trees, background clutter, and smoke from aerobatics aircrafts.

In this section some results of the proposed algorithm is presented. Fig. 5 shows the tracking results of three video sequences, aerobatic, transport, and jet aircraft, with proposed method. Fig. 6 indicates that our method can cope with the background clutter and also partial and complete occlusions caused by clouds.

In order to evaluate the tracking precision quantitatively, we have used the tracking error for a video frames, as defined

\[
TE(t) = 1 - \frac{F_1 \cap F_2}{F_1} \tag{13}
\]

where \(t\) is frame number (time) and \(F_1\) and \(F_2\) are the set of pixels within target contour in the manual segmentation result and segmentation result with the object tracking method, respectively. Fig. 7 shows the tracking error for three videos that are shown in Fig. 5.
The location error of object center is adopted to evaluate the location precision, which is defined as follows:

\[ d_i = \| C_a - C_m \| \]  

(14)

where \( C_a \) and \( C_m \) are the object center coordinates of the target tracking and manual segmentation results, respectively. \( d_i \) is Euclidean distance between two centers in frame \( i \). Fig. 8 shows the location error during target tracking.

To show the effect of neural network on tracking, segmentation stage was removed from the proposed algorithm. The results of these tests are given in Table I. Speed and accuracy of particle filter, largely depend on the number of particles. These results show that contribute to the particle filter by neural network, due to its high power in detecting targets, while increases the accuracy of tracking, reduces the number of particles and thus reduces the computation time.

<table>
<thead>
<tr>
<th>video</th>
<th>Number of total frames</th>
<th>Number of particles</th>
<th>Number of frames tracked until the first loss</th>
<th>Mean Error (pixel/frame)</th>
<th>Average processing time (sec/frame)</th>
<th>Number of frames tracked until the first loss</th>
<th>Mean Error (pixel/frame)</th>
<th>Average processing time (sec/frame)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple smoke</td>
<td>285</td>
<td>100</td>
<td>180</td>
<td>9.8</td>
<td>2</td>
<td>50</td>
<td>252</td>
<td>1.54</td>
</tr>
<tr>
<td>Aerobatics</td>
<td>415</td>
<td>100</td>
<td>71</td>
<td>10.33</td>
<td>.97</td>
<td>50</td>
<td>415</td>
<td>2.68</td>
</tr>
<tr>
<td>Jet</td>
<td>647</td>
<td>100</td>
<td>140</td>
<td>6.48</td>
<td>.59</td>
<td>50</td>
<td>647</td>
<td>2.32</td>
</tr>
<tr>
<td>Jet in clouds</td>
<td>271</td>
<td>100</td>
<td>13</td>
<td>1.3</td>
<td>.15</td>
<td>50</td>
<td>84</td>
<td>.153</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this paper we are presented a new method for tracking flying targets. The proposed method is made in three steps, estimate the target location by particle filter, segmentation target region using neural network and find the exact contours by greedy snake algorithm. In the proposed method we have used both region and contour information to create target candidate model and this model dynamically updated during tracking. The proposed algorithm has been tested on a database which contains a lot of challenges such as high speed and agility of aircrafts, background clutter, occlusions, camera movement and so on. The experimental results show that the use of neural networks has two major advantages. 1) Enhance...
tracking precision due to its ability to detect objects, and thus avoiding the accumulation of errors during tracking and 2) enhance the accuracy of segmentation target in greedy snake, because of accurate initial contour. Also the experimental results show that the proposed algorithm compared to the algorithm that does not use the neural network has a higher speed. Because the neural network reduces the number of particles in particle filters and therefore calculations per frame are reduced. But compared to some other methods, such as [6] our method is time consuming. Also in the proposed method, the extracted features are only based on color, and for this reason our method cannot effectively track the object when the color feature of the object is very similar to that of the background.
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