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Abstract—The current trends in affect recognition research are to consider continuous observations from spontaneous natural interactions in people using multiple feature modalities, and to represent affect in terms of continuous dimensions, incorporate spatio-temporal correlation among affect dimensions, and provide fast affect predictions. These research efforts have been propelled by a growing effort to develop affect recognition system that can be implemented to enable seamless real-time human-computer interaction in a wide variety of applications. Motivated by these desired attributes of an affect recognition system, in this work a multi-dimensional affect prediction approach is proposed by integrating multivariate Relevance Vector Machine (MVRVM) with a recently developed Output-associative Relevance Vector Machine (OARVM) approach. The resulting approach can provide fast continuous affect predictions by jointly modeling the multiple affect dimensions and their correlations. Experiments on the RECOLA database show that the proposed approach performs competitively with the OARVM while providing faster predictions during testing.

Keywords—Dimensional affect prediction, Output-associative RVM, Multivariate regression.

I. INTRODUCTION

ANALYZING affective human behavior is an important aspect for developing affect sensitive systems that have a wide variety of applications in human-computer interaction [1], [2], clinical and biomedical studies [3], [4], autism-related assistive technology [5], adaptive learning environments [6], affect recognition in the car [7], multimedia [8], [9], and entertainment [10]. All of these applications seek real-time continuous human-human or human-computer interaction. A driver assistive system needs to react immediately to a drowsy driver [7] and an autism-related assistive technology needs to provide real-time affect recognition to enable effective communication and avoid undesired intervention [5]. Thus the current trend in affect recognition is to develop a fast system that can provide real-time feedback, enabling seamless interaction [1], [11], [12]. The need to operate in real-time also drives the need to process continuous input signals to analyze affect continuously, which has motivated several recent affect recognition approaches that consider temporal data [7], [13], [14]. In addition to the continuity in the input signals, many recent efforts have represented affect itself in continuous dimensional space to overcome the limitations of category-specific representation in modeling complex human emotion [15], [16], [17], [18]. Moreover, recent efforts have shown these continuous affect dimensions to be correlated with each other [15], [16], [19].

Although the current trend has been to develop approaches that can model continuous input observations, a vast majority of approaches have focused on using techniques that assume observations are independent. Many of these efforts use Support Vector Machines (SVMs) [4], Support Vector Regression (SVR) [2], [20], and Relevance Vector Machines (RVMs) [8], none of which incorporate temporal correlation. In order to incorporate past and future observations, Long Short-Term Memory Recurrent Neural Networks (LSTM-RNNs) [7], [21] and Bidirectional Long-Short Term RNNs (BLSTM-RNNs) [22], [21] have been implemented for affect prediction. These approaches overcome the static RNN’s limitations by allowing the network to store and retrieve information over long periods of time. They can learn the amount of context instead of manually defining fixed-size temporal windows [22]. Moreover, they can be implemented to model affect dimensions simultaneously [21]. The LSTM-RNN approaches have been shown to outperform the static RNN and the standard SVR approaches for affect recognition [22], [21], [23]. Along the same vein, in order to model correlation between affect dimensions, a multi-layered hybrid framework [13] has been developed, where in the first layer, a LSTM is used to generate continuous arousal and valence estimates. These estimates are used in the second layer by an Auto-Regressive Coupled Hidden Markov Model (ACHMM) to capture the correlation between the affect dimensions, both of which are used in the third layer for the final classification using a SVM. Inspired by this framework, a two-stage approach has been used in the OARVM [14] to model the correlation between arousal and valence dimensions, where in the first stage, two independent RVMs are used to obtain continuous affect estimates. These estimates along with the original input observations are used by two new RVMs in the second stage to generate the final arousal and valence estimates. Using this two-stage approach, the OARVM can model both the temporal dependencies as well as dependencies between the affect dimensions. By incorporating correlation, the OARVM has been shown to outperform the traditional RVM and SVR approaches for affect prediction [14].

Despite fulfilling several requirements of an affect recognition approach, the OARVM requires training independent regressors for each affect dimension in each stage of the learning process. Predicting each affect dimension separately may translate to additional computation time during testing. The testing time of the OARVM increases approximately linearly with the number of affect dimensions to be predicted. Although the OARVM is specifically applied to predict the most widely used [13], [22], [21] arousal and valence dimensions, it can be applied to predict multiple...
affect dimensions. Many efforts have considered additional affect dimensions to model human emotion [16, 17, 18] and there is ongoing research in determining a useful number of affect dimensions [17, 18, 12]. A possible solution to generalize the OARVM to predict multiple affect dimensions without increasing the testing time may be to implement multiple regressors in parallel in each stage. An alternative solution, proposed in this work, is to jointly model multiple affect dimensions by using a multivariate RVM (MVRVM) [24]. The resulting approach models correlation among multiple affect dimensions simultaneously, enabling fast affect predictions during testing. Our experiments on the RECOLA database [25, 21] show that the proposed approach performs competitively with the OARVM while reducing the prediction time during testing.

The remainder of this paper is organized as follows. Section II describes different types of RVM-based approaches that can be used for dimensional affect prediction problem, including the proposed approach. Section III evaluates the RVM-based approaches on the RECOLA database. Finally, Section IV concludes this paper and discusses avenues for future work.

II. RVM MODELS FOR DIMENSIONAL AFFECT PREDICTION

As mentioned in Section I, considering each affect dimension independently and assuming temporal independence, a collection of continuous affect dimensions and their corresponding observations can be used to learn a separate regression function for each affect dimension. However, the affect dimensions are known to be both correlated in time and among themselves [15, 16, 19]. With this motivation, the OARVM [14] extends the RVM by modeling the input-output association between affect dimensions. However, the OARVM learns a separate regression function per affect dimension, increasing testing time as more affect dimensions are predicted. The proposed approach further extends the OARVM by simultaneously learning multiple affect dimensions, enabling fast testing time while also modeling their input-output associations.

A. RVM

The RVM [26] is a Bayesian sparse kernel technique for regression and classification that shares many characteristics with the SVM [27] while avoiding its limitations. In contrast to the SVM, the RVM typically learns a much sparser model while maintaining a comparable accuracy, and unlike the SVM, the RVM can provide probabilistic predictions.

Similar to the SVM, given a collection of input/output pairs, \( \{x_n, t_n\}, n \in \{1, \ldots, N\} \), where \( x_n \) is the \( n^{th} \) input observation and \( t_n \) is the corresponding output response, in the RVM, the output responses are assumed to be generated from a linear model with added Gaussian noise as

\[
t | \omega, \beta \sim N(\Phi \omega, \beta^{-1}I_N) \tag{1}
\]

\[
t = [t_1, \ldots, t_N]^T \tag{2}
\]

\[
\Phi = [\phi(x_1), \ldots, \phi(x_n)]^T \tag{3}
\]

\[
\phi(x_n) = [1, \phi_1(x_n), \ldots, \phi_N(x_n)]^T = [1, k(x_n, x_1), \ldots, k(x_n, x_M)]^T, \tag{4}
\]

where \( \beta \) is the precision on the noise, \( \Phi \) is the \([N \times N+1]\) design matrix, \( \phi(x_n) \) is the vector of basis functions defined over the input observations, and \( \omega^T = [w_0, w_1, \ldots, w_M]^T \) is the corresponding vector of weights. In order to promote sparsity, the weights are assumed to be drawn from zero-mean Gaussians as

\[
\omega | \alpha = \prod_{m=0}^{M} N(w_m | 0, \alpha^{-1}_m), \tag{5}
\]

where \( \alpha_m \) is the precision on the weight \( w_m \). The data generation process is detailed in Fig. 1(a) and forms the basis for the extensions of the RVM described in this work.

The posterior density on the weights can be analytically computed as [26]:

\[
p(\omega | t, \alpha, \beta) = N(\mu, \Sigma) \tag{6}
\]

\[
\Sigma = (\beta \Phi^T \Phi + A)^{-1} \tag{7}
\]

\[
\mu = \beta \Sigma \Phi^T t. \tag{8}
\]

where \( A = \text{diag}(\alpha_0, \ldots, \alpha_M) \). To estimate \( \beta \) and other hyperparameters, various approximation approaches have been formulated [28, 26, 29]. In this work, due to the need to perform fast inference and the availability of large amount of training data, the fast sequential parameter estimation approach [29] has been adopted.

Having estimated the model parameters, given a new observation, \( x_* \), the posterior predictive density of the output response, \( t_* \), can be approximated at the maximum likelihood estimates, \( \{\alpha_{ML}, \beta_{ML}\} \) as [29]:

\[
p(t_* | \alpha_{ML}, \beta_{ML}) = N(t_* | y_*, \sigma_*^2), \tag{9}
\]

\[
y_* = \mu^T \phi(x_*) \tag{10}
\]

\[
\sigma_*^2 = \beta_{ML}^{-1} + \phi(x_*)^T \Sigma \phi(x_*), \tag{11}
\]

where the posterior predictive mean, \( y_* \), is the basis vector weighted by a sparse vector of mean weights, \( \mu \), thus resulting in a sparse representation of data; and \( \sigma_*^2 \) is the variance on the predictions.

As described earlier, by representing the independently generated output response as an affect dimension, a RVM can be used to learn a separate regression function for each affect dimension. The RVM is extended in the next section to incorporate both temporal correlation as well as correlation among multiple affect dimensions.

1 Tipping’s SparseBayes MATLAB® software was used for implementing the RVM, which is publicly available at http://www.miketipping.com/downloads.htm
Fig. 1 Graphical models of (a) RVM [26], (b) OARVM [14], (c) MVRVM [24], and (d) the proposed MVOARVM: The OARVM extends the RVM by using the output estimates as additional input observations, which is reflected in the graphical model as the additional weight vector \([w_{y1}, \ldots, w_{yM_y}]^T\) and the corresponding precision vector \([\alpha_{y1}, \ldots, \alpha_{yM_y}]^T\). The MVRVM extends the RVM by simultaneously modeling multiple output variables, which is reflected by the addition of a plate that replicates over the total number of variables \(V\). Finally, the proposed MVOARVM combines the former two by incorporating both output-association as well as multivariate regression

### B. Output-Associative RVM

To overcome the limitations of the RVM in modeling continuous correlated affect dimensions, a new approach called the OARVM [14] has been recently developed to model the inherent spatio-temporal dependencies of arousal and valence dimensions. The OARVM extends the standard RVM by learning the non-linear input-output dependencies in a two-stage process. In the first stage, separate output estimates of each affect dimension are obtained using independent regression functions. These output estimates can be obtained using a RVM or any other standard regression technique. In the second stage, the output estimates of both arousal and valence, spanning a pre-defined temporal window, along with the original input observations are then collectively used to learn a new RVM for each affect dimension.

Extending the standard RVM to the OARVM only requires minor modification in the model described in Section II-A. Since the OARVM makes predictions based on both input observations and output estimates, the linear model, \(\Phi w\), in 1 is expressed as a linear combination of two different design matrices as

\[
t|u, \beta \sim \mathcal{N}(\Phi w, \beta^{-1}I_N)
\]

where \(\Phi = [\Phi_x|\Phi_y]\) is the \([N \times (M_x + M_y)]\) concatenated design matrix and \(w = [w_x|w_y]^T\) is the corresponding concatenated weight vectors. The augmented design matrix \(\Phi\) is defined as

\[
\Phi_x = [\phi(x_1), \ldots, \phi(x_N)]^T
\]

\[
\phi(x_n) = [1, k_x(x_n, x_1), \ldots, k_x(x_n, x_{M_x})]^T
\]

\[
\Phi_y = [\phi_y(y_1), \ldots, \phi_y(y_N)]^T
\]

\[
\phi_y(y_n) = [k_y(y_n, y_1), \ldots, k_y(y_n, y_{M_y})]^T
\]

where \(y_n\) is a vector of multidimensional output estimates defined over a temporal window, \(\phi(x_n)\) and \(\phi(y_n)\) are the vectors of basis functions defined over the input observations and the output estimates respectively, and finally, \(w_x = [w_{x0}, w_{x1}, \ldots, w_{xM_x}]^T\) and \(w_y = [w_{y1}, \ldots, w_{yM_y}]^T\) are their corresponding weight vectors.

The sparsity promoting priors on the weight vectors are similar to 5 and are defined as

\[
w_x|\alpha_x = \prod_{m=0}^{M_x} \mathcal{N}(w_{xm}|0, \alpha_{xm}^{-1})
\]

\[
w_y|\alpha_y = \prod_{m=0}^{M_y} \mathcal{N}(w_{ym}|0, \alpha_{ym}^{-1}),
\]

where \(\alpha_{xm}\) and \(\alpha_{ym}\) are the precision on the weights \(w_{xm}\) and \(w_{ym}\) respectively. The generative process of the OARVM is detailed in Fig. 1(b), which differs from Fig. 1(a) only in terms of the additional weight vectors and their corresponding precision vectors. Not surprisingly, the posterior density of the weights and the posterior predictive density of a new observation are similar to 7, 8, 10, and 11 with their notations redefined as

\[
\Sigma = [\Sigma_{xx}, \Sigma_{xy}, \Sigma_{yy}, \Sigma_{yy}]
\]

\[
\mu = [\mu_x; \mu_y]
\]

\[
A = \text{diag}(\alpha_{x0}, \ldots, \alpha_{xM_x}, \alpha_{y1}, \ldots, \alpha_{yM_y})
\]

where \(\Sigma_{xx}, \Sigma_{yy}\), and \(\Sigma_{xy}\) are the covariances of the weight vectors \(w_x, w_y\), and between \(w_x\) and \(w_y\) respectively. Likewise, \(\mu_x\) and \(\mu_y\) are the means of the weight vectors \(w_x\) and \(w_y\) respectively. Thus by exploiting the input-output association between valence and arousal dimensions, the OARVM learns a separate regression function for each affect dimension. Similar to several other approaches [13], [22], [21], the OARVM also considers only the two most commonly used affect dimensions - arousal and valence. However, other efforts have considered one or more of the additional affect dimensions [16], [17], [18] and there is an ongoing research towards determining a useful number of affect dimensions to model human emotion [17], [18], [12].

In theory, the OARVM can model multiple affect dimensions but it learns a separate regression function for each affect dimension, and thus requires keeping track of separate relevance vectors and other model parameters per regressor. Consequently, the testing time increases approximately linearly with the number of affect dimensions to be predicted. As described in Section I, one of the crucial attributes of an affect recognition system is to be able to...
provide immediate feedback [1], [11], [12], which among other factors also depends on the testing time of the affect recognition approach. In order to speed-up the OARVM’s testing time, one possible solution may be to run multiple independent RVMs in parallel during each stage of the learning process. Another alternative, proposed in this work, is to simultaneously predict multiple affect dimensions, keeping the testing time constant irrespective of the number of affect dimensions.

The following section first describes the multivariate RVM, which is then combined with the OARVM to develop a new approach for predicting multiple affect dimensions.

C. Multivariate RVM

In order to model multiple continuous output variables, a multivariate Relevance Vector Machine (MVRVM) [24] has been developed to estimate the 3D pose of an object from a single-view camera continuously on a frame-by-frame basis during tracking. In this extension of the RVM, common input observations are used to learn common sparse relevance vectors to predict multiple output variables simultaneously.

Consider a collection of observations and multiple output responses, \(\{x_n, t_n\}, n \in \{1, ..., N\}\), where the \(n^{th}\) output response, \(t_n = [t_n^{(1)}, ..., t_n^{(V)}]\), represents \(V\) different output variables. Assuming the output variables are independent, the generative process for MVRVM can be described as

\[
t|W, \beta = \prod_{v=1}^{V} \mathcal{N}(\Phi w^{(v)}; I_N/\beta^{(v)}) ; v \in \{1, ..., V\}
\]

where the \(\Phi\) is the common \([N \times M]\) design matrix for all output variables, \(W\) is the \([M \times V]\) weight matrix, \(\Phi^{(v)} = [\phi(x_1), ..., \phi(x_N)]^T\), \(w^{(v)} = [w_1^{(v)}, ..., w_M^{(v)}]^T\), and \(\beta^{(v)}\) are respectively the output response, the weight vector, and the noise precision corresponding to the \(v^{th}\) output variable.

Assuming the weight vectors across variables are independent, the sparsity promoting priors on the weight vectors can be expressed as

\[
W|\alpha = \prod_{v=1}^{V} \prod_{m=0}^{M} \mathcal{N}(w_m^{(v)}; 0, \alpha^{-1}_m) = \prod_{v=1}^{V} \mathcal{N}(w^{(v)}; 0, A^{-1})
\]

where the weight vectors for all variables share the common precision \(A\), thus resulting in common relevance vectors. The data generation process in the MVRVM is detailed in Fig. 1(c), which differs from Fig. 1(a) by simply allowing the output variable, the weight vector, and the precision on noise to replicate over \(V\) variables.

Once again, the posterior density of the weights are similar to 7 and 8, with only slight difference in notations to account for multiple variables as

\[
\Sigma^{(v)} = (\beta^{(v)} \Phi^T \Phi + A)^{-1}
\]

\[
\mu^{(v)} = \beta^{(v)} \Sigma^{(v)} \Phi^T t^{(v)}
\]

The key benefit of the MVRVM over using multiple RVMs is that given a new observation, \(x_\ast\), the posterior predictive density for the output variables, \(t_\ast\), can be estimated simultaneously as follows

\[
y_\ast = \mu^T \phi(x_\ast)
\]

\[
(\sigma^{(v)}_\ast)^2 = 1/\beta^{(v)}_\ast + \phi(x_\ast)^T \Sigma^{(v)} \phi(x_\ast)
\]

where \(y_\ast = [y_\ast^{(1)}, ..., y_\ast^{(V)}]^T\) is a vector of multivariate output estimates, \(\mu = [\mu^{(1)}, ..., \mu^{(V)}]\) is a \([M \times V]\) matrix of weights, and \((\sigma^{(v)}_\ast)^2\) is the variance on the estimate of the \(v^{th}\) variable.

By representing the multivariate output response, \(t_\ast\), as multiple affect dimensions at the \(n^{th}\) instance in time, the MVRVM can be used to model multiple affect dimensions, however the MVRVM does not model correlation among affect dimensions. Motivated by the continuous affect prediction problem and capitalizing on the benefits of both OARVM and MVRVM, a new approach is proposed in the next section to model continuous correlated multiple variables.

D. Multivariate Output-Associate RVM

The OARVM extends the RVM to incorporate correlation in continuous multiple output variables but learns separate regression function for each output variable, incurring additional computational cost during testing. In contrast, the MVRVM extends the RVM to model multiple variables simultaneously but fails to incorporate correlation among output variables. Since an affect recognition system should ideally model the correlation among affect dimensions while providing fast predictions, in this work both the OARVM and the MVRVM are combined to develop a new approach called Multivariate Output-Associate RVM (MVOARVM) that simultaneously models multiple variables while also incorporating their correlations.

Not surprisingly, the proposed model is very similar to the ones detailed in Sections II-B and II-C with only small modifications. The data generation process is similar to 22 and is described as follows

\[
t|W, \beta = \prod_{v=1}^{V} \mathcal{N}(\Phi w^{(v)}; I_N/\beta^{(v)}) ; v \in \{1, ..., V\}
\]

where the multivariate output matrix, \(t\), and the weight matrix, \(W\), are defined similarly as in 23 and 25, the design matrix, \(\Phi = [\Phi_x | \Phi_y]\), is defined similarly as in 13-16, and \(\beta^{(v)}\) is the noise precision corresponding to the \(v^{th}\) variable. Moreover, the design matrix is common to all output variables.

In contrast to Sections II-B and II-C, each of the weight vectors, \(w^{(v)}\), is defined as the variable-specific concatenated vectors, where \(w^{(v)} = [w_x^{(v)}, w_y^{(v)}, ..., w_M^{(v)}]^T\) and \(w^{(v)} = [w_x^{(v)}, ..., w_y^{(v)}]^T\) are the weight vectors corresponding to the basis functions defined over the input observations and the output estimates respectively. With the weight vectors redefined, their prior density is similar to 26. The data generation process is further detailed in Fig. 1(d), which combines Figs. 1(b) and 1(c) in two steps - first, by adding the additional weight and precision vectors corresponding to the basis functions defined
over the output estimates, and second, by replicating the output variables and weight vectors over \( V \) variables.

The posterior density of the weight vectors is similar to (27) and (28) with the notations redefined as

\[
\Sigma_v^{(v)} = \begin{bmatrix} \Sigma_{xx}^{(v)} & \Sigma_{xy}^{(v)} & \Sigma_{xv}^{(v)} & \Sigma_{yy}^{(v)} \\ \Sigma_{yx}^{(v)} & \Sigma_{yy}^{(v)} & \Sigma_{yv}^{(v)} & \Sigma_{yx}^{(v)} \\
\end{bmatrix}, \quad \mu_v^{(v)} = \begin{bmatrix} \mu_x^{(v)} \\ \mu_y^{(v)} \\ \mu_v^{(v)} \\ \mu_y^{(v)} \end{bmatrix},
\]

where \( \Sigma_{xx}^{(v)}, \Sigma_{xy}^{(v)}, \Sigma_{yx}^{(v)} \), and \( \Sigma_{yy}^{(v)} \) are the covariances of the weight vectors \( w_x^{(v)}, w_y^{(v)} \), and between \( w_x^{(v)} \) and \( w_y^{(v)} \) respectively. Likewise, \( \mu_x^{(v)} \) and \( \mu_y^{(v)} \) are the means of the weight vectors \( w_x^{(v)} \) and \( w_y^{(v)} \) respectively. The precision matrix, \( A \), is common to all variables and is still given by (21). With the notations redefined, the posterior predictive density is similar to (29) and (30). In this way, by adopting a similar process used by the MVRVM to extend the RVM to jointly model multiple variables, the proposed approach extends the OARVM to jointly model continuous correlated multiple affect dimensions while providing fast predictions during testing. The proposed approach integrates several important attributes of an affect recognition system described in Section I.

The different RVM-based approaches described in Sections II-A-II-D are evaluated using the RECOLA database [25], [21] in the following section.

III. EXPERIMENTS

Experimental evaluation was performed on the RECOLA database [25], [21] used in the AV+EC 2015 challenge [23]. Using the database, the proposed approach is evaluated against the previous RVM-based approaches as well as the best-performing SVR+NN approach implemented in the challenge baseline paper [23]. The SVR+NN approach is the decision fusion of a SVR and a Neutral Network (NN), where the parameters of the SVR and the parameters and the architectures (feed-forward, LSTM, and BLSTM) of the NN are optimized on the development partition [23]. The performance of the approaches are first compared using individual feature modalities independently, followed by their decision-fusion. Similar to [23], the decision fusion was done by training a linear regression model on the regression outputs obtained using individual feature modalities on the development set. Following [23], [21], the Concordance Correlation Coefficient (CCC) [31] is used as a performance metric, which combines the Pearson’s Correlation Coefficient and the mean square error in a single metric as

\[
\text{CCC}(X, Y) = \frac{2 \times \text{COV}(X, Y)}{\text{VAR}(X) + \text{VAR}(Y) + (E(X) - E(Y))^2},
\]

where, in the context of dimensional affect prediction, \( X \) and \( Y \) represent equal length gold standard ratings and predictions for a particular affect dimension.

A. RECOLA Database

The RECOLA database [25], [21] is a corpus of naturalistic interactions generated in the context of remote collaborative work. The database consists of audio, video, and physiological features and dimensional affect ratings in terms of arousal and valence by six different raters along with the gold standard ratings. For the purpose of evaluation, the database has been equally divided into three partitions - training, development, and test. Readers are referred to the prior reports [25], [21], [23] to learn more about the database.

B. Data Preprocessing and Parameter Settings

Following [23], all feature sets are individually normalized per subject using a z-score. For the RVM-based approaches, one out of every twenty frames from the training set was considered to reduce the computation time. All frames were considered from the development and the test sets.

For the RVM-based approaches, the kernel width was optimized for each regression function on the development set using values in ranges \( [10 \sim 50] \) and \([0.1 \sim 0.5]\) for the kernel functions corresponding to the input observations and the output estimates respectively. Following the Bayesian specification, the kernel width can also be learned as a model parameter, which is included as part of our future work. For the OARVM-based approaches, following [14], for each feature modality, the temporal window size was optimized on the development set using values in the range \([1 \sim 4]\) temporal steps in the downsampled training set, which corresponds to \([0.8 \sim 3.2]\)s. The range lies within the ones used in [21], where the window size was optimized using the values in the range \([0.48 \sim 6.24]\)s for individual feature modalities and affect dimensions. The results in [21] suggest longer window size is better for valence compared to arousal. There is actually ongoing research in determining the best length of temporal window for a given feature modality and affect dimension [18], [12], [21]. In this work, for each feature modality, we
consider the same window size for both affect dimensions for simplicity. Alternatively, the window size itself could be learned as a model parameter, as suggested in [14], which is described as part of our future work. Finally, similar to [23], the partially noisy predictions obtained from the RVM-based approaches are smoothed using a median filter with its window size optimized on the development set using values in the range \([0.2 \text{ – } 20]\).s.

\[ \text{C. Results and Discussion} \]

Due to the AV+EC challenge criteria, the ground truth for the test set is unavailable till date and only a limited number of submissions were allowed to obtain a final decision-fusion score for our proposed approach on the test set. Therefore, all approaches were evaluated on the development set based on both individual feature modalities as well as their decision fusion. But for the test set, the results are only reported for the baseline approaches and our proposed approach on the final decision-fusion outputs.

Results for individual feature modalities on the development set are shown in Table I. In general, audio features perform better for arousal and video features perform better for valence, which is consistent with previous reports [20], [21], [23]. Compared to the audio and video features, both ECG and EDA features perform poorly, possibly because the subjects were moving considerably during the experiments, which could have added noise to the physiological features [21]. A comparison of different approaches for an individual feature modality for each affect dimension shows that, in general, either the OARVM or the proposed MVOARVM significantly \((p < .01)\) outperforms the other approaches based on the Fisher Z-transform test [30]. Similarly, results for the decision-fusion in Table II show that on development set, the OARVM significantly \((p < .01)\) outperforms the other approaches for predicting both arousal and valence. Furthermore, the best-performing decision-fusion results in Table II significantly \((p < .01)\) outperforms the best-performing results using individual feature modalities in Table I on the development set, which shows the benefit of using features from different modalities. On the test set, where the results are only available for the baseline approach and the proposed approach, the baseline approach significantly \((p < .01)\) outperforms the proposed approach for predicting arousal and vice versa for predicting valence. In order to analyse the contribution of different feature modalities, the fractions of contributions of different features are plotted in Fig. 2. The values are obtained by normalizing the linear regression weights for each affect dimension obtained with decision-fusion. The figure shows that although individual feature modalities may not perform well by themselves, as evidenced in Table I, in general, all feature modalities contribute towards predicting both affect dimensions, which is consistent with [23]. Moreover, as expected, audio features contribute more towards predicting arousal than valence.

In order to highlight the benefit of the proposed MVOARVM approach compared to the OARVM, the estimated testing time is plotted against the number of affect dimensions to be predicted in Fig. 3. The testing time is estimated rather than computed because the RECOLA database only provides labels for two affect dimensions. Nevertheless, since the testing time for other affect dimensions, if available, are expected to be similar to arousal and valence, the estimates reflect a good approximation of the truth. Fig. 3 shows that while the testing time grows approximately linearly with the number of output variables for the OARVM, it remains more or less constant for the MVOARVM, thus enabling fast affect predictions for the MVOARVM, especially as the number of affect dimensions grows. As described earlier, although arousal and valence are the two most commonly used affect dimensions, other efforts have considered one or more of the additional affect dimensions to model human emotion [15], [16],

| TABLE I |

<table>
<thead>
<tr>
<th>MODALITY</th>
<th>AROUSAL</th>
<th>VALENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR+NN</td>
<td>RVM</td>
<td>mvoRVM</td>
</tr>
<tr>
<td>D-Audio</td>
<td>.278</td>
<td>.131</td>
</tr>
<tr>
<td>D-VApp</td>
<td>.103</td>
<td>.125</td>
</tr>
<tr>
<td>D-VGeo</td>
<td>.231</td>
<td>.124</td>
</tr>
<tr>
<td>D-EDA</td>
<td>.275</td>
<td>.185</td>
</tr>
<tr>
<td>SVR+NN</td>
<td></td>
<td>.120</td>
</tr>
<tr>
<td>RVM</td>
<td>.333</td>
<td>.307</td>
</tr>
<tr>
<td>mvoRVM</td>
<td>.069</td>
<td>.273</td>
</tr>
<tr>
<td>mvoaRVM</td>
<td>.047</td>
<td>.252</td>
</tr>
</tbody>
</table>

| TABLE II |

<table>
<thead>
<tr>
<th>MODALITY</th>
<th>AROUSAL</th>
<th>VALENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR+NN</td>
<td>RVM</td>
<td>mvoRVM</td>
</tr>
<tr>
<td>Dev</td>
<td>.476</td>
<td>.363</td>
</tr>
<tr>
<td>Test</td>
<td>.444</td>
<td>.382</td>
</tr>
<tr>
<td>SVR+NN</td>
<td>mvoRVM</td>
<td></td>
</tr>
<tr>
<td>RVM</td>
<td>.481</td>
<td>.406</td>
</tr>
<tr>
<td>mvoRVM</td>
<td>.481</td>
<td>.406</td>
</tr>
<tr>
<td>mvoaRVM</td>
<td>.343</td>
<td>.406</td>
</tr>
<tr>
<td>Test</td>
<td>.398</td>
<td>.398</td>
</tr>
</tbody>
</table>

The results for the decision-fusion of SVR+NN are obtained from the baseline paper [23]. The test results for RVM, MVRVM, and OARVM are unavailable due to the limitation in the number of results participants are allowed to submit during an active challenge. For each affect dimension and feature modality, the numbers in bold indicate significantly better than the other approaches at \(p < .01\) based on the Fisher Z-transform test [30].
Finally, it is important to also highlight the limitations of the MVOARVM compared to the OARVM and the LSTM-RNN approaches. Training is computationally more expensive for the MVOARVM compared to the OARVM, however both RVM-based approaches are much faster to train compared to the LSTM-RNN [22]. Unlike the OARVM, in the MVOARVM kernel parameters cannot be optimized for each output variable specifically. Instead a single kernel parameter is selected for each regression function modeling all output variables. As a result, given exhaustive parameter optimization, the OARVM is expected to perform better than the MVOARVM. The MVOARVM occasionally outperforms the OARVM in the results shown in Tables I and II only because the kernel parameters were optimized over a coarse grid. In contrast to the LSTM-RNN, where the window size can be learned as part of the model parameter [22], currently, for both RVM-based approaches, the window size must be optimized using methods such as cross-validation. An alternative solution to learning the window size is proposed as part of our future work. Finally, unlike the LSTM-RNN, the RVM-based approaches cannot handle large data, and often, the training data needs to be downsampled. To overcome this limitation, an online learning approach has been proposed as part of our future work.

IV. CONCLUSIONS

In this work, motivated by the characteristics of an affect recognition system and inspired by the benefits of the MVRVM and the OARVM, a new dimensional affect prediction approach has been developed that provides fast continuous affect predictions by simultaneously modeling multiple affect dimensions along with their correlations. Our experiments on the RECOLA database have shown that the proposed approach performs competitively with the baseline SVR+NN approach and the OARVM while providing fast predictions than the OARVM during testing.

For future work, the proposed approach can be modified to learn the kernel width and the window size as model parameters, as suggested in [14]. In order to handle large data, the proposed approach can be trained using an online learning framework. Since online learning allows training mini-batches of data, a complete hierarchical Bayesian specification can be used and approximation techniques such as Variational Bayes can be used to perform efficient parameter estimation [28]. Furthermore, in order to learn useful features, the proposed approach can be modified to simultaneously learn the relevant features in addition to the relevance input observations, similar to [32].
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