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Abstract—In this paper, propose method that can user’s position that based on database is built from single camera. Previous positioning calculate distance by arrival-time of signal like GPS (Global Positioning System), RF (Radio Frequency). However, these previous method have weakness because these have large error range according to signal interference. Method for solution estimate position by camera sensor. But, signal camera is difficult to obtain relative position data and stereo camera is difficult to provide real-time position data because of a lot of image data, too. First of all, in this research we build image database at space that able to provide positioning service with single camera. Next, we judge similarity through image matching of database image and transmission image from user. Finally, we decide position of user through position of most similar database image. For verification of propose method, we experiment at real-environment like indoor and outdoor. Propose method is wide positioning range and this method can verify not only position of user but also direction.
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I. INTRODUCTION

These days, due to the development of information technology and universal availability of smartphones, the use of position information has rapidly increased. Position estimation refers to estimating the user’s position in indoor and outdoor environments and is essential not only to locate the user, i.e., its fundamental purpose, but also to improve the traceability of a system that requires driving such as unmanned robots or vehicles. With the increased need of position estimation, there have been various studies about it. The studies of position estimation are largely classified into triangulation, fingerprint, and image recognition. Triangulation estimates [3], [8] the position of a user by measuring the time transferring from the source of a signal to the receiving end, and the fingerprint technology [4] by saving the unique information of positions such as the Earth’s magnetic field and WLAN (Wireless Local Area Network) in the database and comparing the unique information with the information from the user. These techniques need an additional step of building their environments, but are the most popular techniques in the position estimation field because they provide quiet accurate information in terms of positions. Another technique of position estimation involves the use of images that are acquired through the camera sensor to estimate the user’s position. Position estimation using image processing includes the marker-based technique for image recognition [5], the Stereo Vision technique using the difference of the angles of the stereo lenses, and the SLAM (Simultaneous Localization and Mapping) technique [1], all of which are currently studied in the position estimation field. Position estimation using a camera involves image processing, so requires a large amount of processing and spends a lot of the processing capacity of the system, while providing users with visual as well as position information, for which this technique is a popular research subject [6], [9]-[11]. This study introduces a new technique that estimates positions using a camera sensor. Because this method does not require a marker that is used for position estimation, it is free of concerns over the marker being damaged and can contain directional information that the marker-based technique has been unable to provide. This technique overcomes a drawback of the stereo vision technique having a limit in terms of ranges for estimation, allowing a wide range of estimation thanks to its strong database. In addition, its use of a single camera sensor removes the process of combining the data from multiple sensors such as ultrasonic waves used in SLAM, LIDAR, and GPS.

Chapter II further explains about the three techniques of position estimation using image processing, and Chapter III explains the algorithm and the system structure of the suggested technique.

II. RELATED WORK

A. Position Estimation Technique Using Markers

Most of the position estimation techniques using image processing involve the use of markers. Markers are used to recognize a position through a camera sensor, requiring a pre-step in which the user installs recognizable markers on a user-designated position. The developer generates and attaches markers whose color, size, and shape should be standardized in order for the camera sensor to recognize them. And the markers installed on each position should be unique in their shape for a recognition purpose. A marker-based image recognition using a camera sensor requires a large volume of image processing. For the extraction of markers on an image, the threshold of the image that varies by environmental lights is determined, a binary image is generated, and then the markers are extracted by removing the binary background from the binary image. Out of the extracted markers, patterns, letters, and signs are recognized and stored in the database, and the position information contained in the stored markers is provided to the user. This is a brief explanation of position estimation using markers. The success of a marker-based position estimation technique is determined by how markers are recognized, and this technique
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is vulnerable to errors when the markers existing outside are damaged. Moreover, because the markers have to be structured differently by position, it requires attention to building and managing its infrastructure.

B. Position Estimation Technique Using Stereo Vision

Stereo vision was created in a perspective in which human have a pair of eyes to see objects and is a vision sensor good for seeing objects and their backgrounds with a three-dimensional vision. Depending on the technique, stereo vision is classified into an active technique and a passive technique. The active technique projects laser at the point from which the user wants to acquire depth information and receives two images, which are used to find a corresponding point at which lasers from the two images meet. This technique eliminates the process of matching the images. Unlike the active technique, the passive technique uses only two cameras without using laser, matches the images acquired from the cameras, and extracts depth information. Most of the position estimation studies about stereo vision are about this passive technique. Two images acquired by stereo vision are taken at different times, so have to be matched if no laser has been used to find a corresponding point. Matching is a process of discovering the corresponding relationship between two images to find the point at which both images project it in a three-dimensional space. It is classified into area-based, feature-based, and energy-based techniques. The process of matching produces not only three-dimensional images from the acquired images, but also enables calculating distance by acquiring the depth between the user and the object. However, stereo vision-based position estimation calculates the depth using the difference of the angles of the two images acquired, so reliability substantially decreases when the depth information was earned from a long distance of 5M or greater. Due to this drawback, the stereo vision technique is not popular for calculating distances and estimating positions and mainly used to generate a three-dimensional image from images in the left and the right.

C. SLAM (Simultaneous Localization and Mapping)

SLAM is, when the position of a robot is unknown from an indoor environment, to sense its surroundings, create a map, and estimate the position of the robot in the map [2]. The core of SLAM is, as the name suggests, localization and mapping. Localization recognizes the moving direction and route of a robot against its surroundings, so needs an accurate map for an accurate estimation of its position. Mapping is a process of analyzing information that the robot’s sensor collects and drawing an answer, i.e., drawing a map. Vision-based SLAM using a camera sensor extracts features – an essential process for image processing, after which the features on each image frame that are shown as a single point in a real-life space, are matched. This process uses the position of the images captured, i.e., the position information of the robot, as its base and needs sensors, e.g., accelerated sensor and a gyro sensor, which to find position information of the robot. Keys to a successful SLAM are the calculation speed or capacity of the computer, simplification of the algorithm, and optimization for better accuracy, allowing real-time processing and increasing efficiency. However, this technique should perform localization and mapping at the same time and requires calibration of the data acquired from the vision sensor and the sensors for the purpose of finding position information, causing a substantial overhead to the system.

III. PROPOSED ALGORITHM

For estimating the position of a user using a single camera sensor, we captured images at a regular interval and stored them and their position information in the database. The images stored in the database were used to compare them against the images inputted by the user and to provide position information. To determine similarity between the database images and the user images, a SURF-based [7] image-matching algorithm was used, and after the user’s images were compared against each database image, the position information of the image in the database most similar to the user’s image was provided to the user.

A. Formation of Database

The database is comprised of images, which also contain the position information of where they were captured. The capturing interval of images for the database directly affects the accuracy of the images’ position estimation, so the shorter the interval is for the database, the more accurate estimation becomes. Throughout the paper, our database has been continually updated in order to provide more information and more accurate estimation to users.

First of all, to determine workability of our system, for an outdoor experiment, only single-directional images corresponding to the direction of the user were captured. In this experiment, the images were captured at an interval of 5M up to the target point, and a total of ten images in a 50M-range were saved in the database and compared with the user image.

As the first experiment proved its workability, for a better database, the single-dimensional straight-lined range for our first experiment was upgraded to an indoor two-dimensional coordinated space, followed by an appropriate update of the database to update the user with appropriate position estimation. The images stored in the database were designated with a pair of coordinates (x, y) and contained the position information of where they were captured. In addition, each pair of coordinates in the database contained images taken in the four – east, west, south, and north - directions for which to determine the direction that the user faces.
B. Determination of Similarity between Images

The SURF-based algorithm was used to overcome the problems occurring due to the changing environment and rotation and angles of the acquired images and to increase the detection of similarity between the images.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>POSITION OF THE DATABASE MATCHED IN THE OUTDOOR, SINGLE-DIMENSIONAL STRAIGHT-LINED RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Data</td>
<td>Matched Result</td>
</tr>
<tr>
<td>19M</td>
<td>20M</td>
</tr>
<tr>
<td>23M</td>
<td>23M</td>
</tr>
<tr>
<td>31M</td>
<td>30M</td>
</tr>
</tbody>
</table>

The SURF-based algorithm is advantageous because the features extracted remain the same regardless of the angle and size of an image, so it is a representative image-matching algorithm in the image recognition field. Each feature extracted through the SURF algorithm holds a feature value of the pixel composition, which is used to calculate the Euclidian distance between the database images and the user images, determining the same features between the two images.

Our system was designed to compare the user image against the database images, to count the number of the matching features, and to find the image holding the highest matching count of features in the database. The features contained in a user image acquired at a random position are extracted; an image is brought out of the database; its features are found; and then the matching features are counted. This process is repeated until the database image with the highest number of matching features is found, and the position information of that image is provided to the user for position estimation.

IV. EXPERIMENTS AND RESULTS

A. Position Estimation in an Indoor Single-Dimensional Straight-Lined Range

We captured an image 1500mm high above the ground and converted it to a size of 640x480 prior to use. For a fast extraction of features and their matching, the pre-processed image was converted to a gray image.

For our first experiment with an outdoor environment, a total of ten images were captured from a 50-metered single-dimensional straight-lined range at an interval of 5M, which consisted of the database, and user images were captured at random ranges, 19M, 23M, and 31M. The images captured from the random ranges were compared with the database images to determine similarities, which were examined how they are matched with the most similar database image.

As a result, the images captured from the three random points are deemed the highest similarities with the database image in their nearest point, and therefore were matched with the position value in the database. Table I

B. Position Estimation in an Indoor Two-Dimensional Coordinated Space

For the experiment performed with an indoor two-dimensional coordinated space, as shown in Fig. 5, we
designated a total of 38 coordinated points each with a pair of the x and y coordinates (x,y) at every three meters in order to estimate the position. The x coordinate was set for the distance from the west to the east, and the y coordinate from the north to the south, all of which fell between the coordinate points (3,3) and (75,12). In addition, unlike the experiment performed with the indoor, single-dimensional straight-lined range, this experiment captured images in the four directions and stored them in the database in order to provide directional information to the user.

To examine the result of this experiment, we captured images in the four directions - east, west, south, and north at five random points in the indoor two-dimensional space and estimated the position. As a corridor-based range in the indoor environment contains only two directions, i.e. the front and back, the database was formed only with images of the west and east, and the database of a wider space such as the lobby was formed with the four directions to provide directional information to the user.

For the indoor position estimation experiment with a coordinated space, unlike the straight-lined space in the single-dimensional experiment, its range was added with another dimension, and the direction that the user faced was provided as well.

As a result, as shown in Table II, images facing different directions from five random points were captured and used for estimating the position and were matched with the database images nearest from the user from which we were able to acquire its coordinates and direction.

V. CONCLUSION

The proposed position estimation technique using image processing estimates the position, based on the comparison between the images stored in the database that was built beforehand and the user images that were captured from random positions. The keys for this position estimation technique matching features are a precise database and the detection of the image that is most similar to the input image via comparison between the features of the images.

In this paper, to detect where the user is located in a two-dimensional coordinated space, for the database, the images were set as (x, y) coordinates and captured in the four directions. The suggested technique does not require managing its infrastructure like the marker-based estimation technique and also overcomes the problem that the stereo vision technique faces in terms of estimated ranges. In addition, unlike the SLAM-based technique that needs various sensors, our suggested technique uses a single camera sensor without the process of combining data.

Our study estimated positions only using still images and built a database containing more images for accuracy and more position information. As a result, estimating a single position even consumed quite a lot of computing time, disabling a real-time processing.

Our future studies should focus on building a simpler and better organized database containing a large volume of images and on filtering images only with essential elements in the process of matching the extracted features, then enabling a real-time processing of the imaged inputted by the user.
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