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Abstract—Large scale computing infrastructures have been widely developed with the core objective of providing a suitable platform for high-performance and high-throughput computing. These systems are designed to support resource-intensive and complex applications, which can be found in many scientific and industrial areas. Currently, large scale data-intensive applications are hindered by the high latencies that result from the access to vastly distributed data.

Recent works have suggested that improving data locality is key to move towards exascale infrastructures efficiently, as solutions to this problem aim to reduce the bandwidth consumed in data transfers, and the overheads that arise from them. There are several techniques that attempt to move computations closer to the data. In this survey we analyse the different mechanisms that have been proposed to provide data locality for large scale high-performance and high-throughput systems. This survey intends to assist scientific computing community in understanding the various technical aspects and strategies that have been reported in recent literature regarding data locality. As a result, we present an overview of locality-oriented techniques, which are grouped in four main categories: application development, task scheduling, in-memory computing and storage platforms. Finally, the authors include a discussion on future research lines and synergies among the former techniques.
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I. INTRODUCTION

Large scale infrastructures, such as supercomputers, grids, clouds and clusters, have been widely developed with the core objective of providing a suitable platform for high-performance and high-throughput computing. As these paradigms typically require massive hardware resources and dedicated middleware, large scale computing holds specific challenges in order to achieve sufficient efficiency in terms of memory, CPU, I/O, network latencies, and power consumption, to name a few. These systems are oriented towards supporting resource-demanding and complex applications, which can be found in many scientific and industrial areas, such as bioengineering, physics, climate modelling, and health sciences. Therefore, large scale infrastructures have a key role in many fields of research. This motivates the special attention they get from computer scientists, and the numerous works that are published every year that aim to improve them.

There are several issues that are still not solved by the academia with regard to these infrastructures. In particular, computer scientists have realised that, as problems become larger and more complex, a powerful infrastructure is not sufficient to achieve proper scalability, both in terms of overall performance, resource utilisation, and power efficiency.

Recent works have suggested that improving data locality is key to move towards exascale infrastructures efficiently [1]. With the main goal of summarising the current trends in data locality reinforcement for large scale infrastructures, this survey analyses the most relevant publications in this topic, and provides highlights on promising future research. A proper understanding of the opportunities in this direction would be very useful for the scientific community, but also for system architects, platform designers, application developers and final users, who could take advantage of this knowledge to build more efficient systems and applications. Given the former, this survey provides the following contributions:

• An extensive analysis on works related to data locality for large scale infrastructures.
• An overview of the most relevant locality-oriented techniques.
• A discussion on future research lines and synergies among the former techniques.

The rest of this paper is organized as follows: Section II develops the main research areas detected after the analysis of the selected works. Section III categorises works that are related to programming models and workflows. Section IV analyses the techniques that are related to resource and task scheduling. Section V develops the works focused on moving the computations to the node’s local storage and memory. Section VI analyses the works directed towards data-aware storage systems, Section VII discusses future research lines and opportunities in the light of the aggregated results of the selected works, finally, Section VIII provides key ideas as conclusions of this review.

II. DATA-LOCALITY TECHNIQUES

Large scale systems typically present a series of key elements in their architectures. Relevant work improving data locality has been found for most of these components. In order to organise the selected works in a comprehensive manner, we grouped them in four sections, each one related to one of the four core layers that constitute the architecture of a high-performance system. Fig. 1 constitutes a representation of this stack, in which the following layers are reflected:

1) Applications: one of the purposes of large scale systems is to support the execution of complex applications with heavy resource requirements. The ability to design and develop applications with a focus on data locality has been an interesting research topic, from which several
programming models, frameworks and workflows have arisen. These works are described in Section III.

2) Middleware: complex systems need dedicated platforms that orchestrate tasks and manage resources in order to behave in a coordinated manner, and meet the requirements of the applications. These pieces of software constitute the middleware that permits node intercommunication, data transmission, load balancing, task assignment and fault tolerance, among others. As these platforms control main features within the system, their role is key with regard to data awareness. This is reflected in the numerous works that present data-centric scheduling and load balancing techniques for middleware platforms, which is covered in Section IV.

3) Computing infrastructure: the infrastructure that lies beneath the middleware has a major impact in the final performance of the system. In this particular topic, a tailored infrastructure can contribute to the locality of the data or break the whole paradigm provided by upper layers, even in a transparent way. Work in this area has been conducted to improve locality by moving data to the node’s memory to minimise interaction with storage nodes. This topic is discussed in Section V.

4) Storage Infrastructure: storage systems constitute one of the greatest bottlenecks when dealing with data-intensive computations. Therefore, data awareness in file systems and storage infrastructures can significantly improve the system’s overall locality, as other layers can benefit from the system’s knowledge of data placement. The works conducted towards this direction are described in Section VI.

The main topics proposed by the authors do not yield a strict classification of the selected works in this survey. In fact, there are synergies and common research lines among them that motivate further discussion for future work. The authors provide a selection of promising research lines and their synergies in Section VII.

III. DATA-CENTRIC PROGRAMMING MODELS

As previously introduced, minimising data movements is very important for the final performance. At the application development stage, working with programming models that provide a data processing layer able to abstract resource allocation, data management and task execution can result in an improvement in performance and locality.

The map-reduce [2] data processing model is probably the most relevant data-centric model, as it enables analytics on big datasets by parallelising computations for HPC and multi-core environments [3]. Besides the numerous works that took advantage of it to improve performance of a wide range of applications, it had a major impact in subsequent map-reduce-inspired models. A map-reduce-based algorithm consists of a two-phase algorithm that takes as input a set of key-value pairs retrieved from the input files. The input is split across a group of homogeneous map functions, which process the data and forward the result to the reduce tasks in order to write the final result. The original map-reduce implementation by Google relies on the Google File System (GFS) [4] to achieve locality by block replication, and considers data-aware task scheduling. A similar approach is followed by the open map-reduce implementation, Hadoop [5], and its partner file system Hadoop Distributed File System (HDFS) [6].

One of the models that emerged from map-reduce is map-reduce-merge [7], a model that adds a merge phase that can efficiently aggregate the data already partitioned and sorted by the map and reduce modules. Map-reduce does not directly support processing multiple related heterogeneous datasets, limitation that causes efficiency issues when map-reduce is applied in relational operations like joins. The map-reduce-merge model can, on the other hand, express relational algebra operators and implement several join algorithms.

MapIterativeReduce [8] is an alternative model that extends map-reduce to better support reduce-intensive applications, while substantially improving its efficiency by eliminating the implicit barrier between the map and the reduce phases. Among implementations of map-iterative-reduce we can find...
Twister [9], Haloop [10] and Twister4Azure [11]. Twister assumes that the intermediate data produced after the map stage of the computation will fit into the distributed memory. Twister4Azure locally caches the loop-invariant input data in the workers’ memory and storage to improve scalability in Cloud environment. HaLoops scheduler places on the same physical machines those map and reduce tasks that occur in different iterations but access the same data. With this approach, data can be more easily cached and re-used between iterations. HaLoops maintains three types of caches: reducer input cache, reducer output cache, and mapper input cache.

The Spark [12] programming model supports a wide range of functionalities that enable the development of applications that do not fit nicely the map-reduce paradigm, such as many iterative machine learning algorithms and interactive data analysis tools. Spark reuses a working set of data, known as resilient distributed dataset (RDD) [13], through multiple parallel operations, built around an acyclic data flow model. It retains, however, the scalability and fault tolerance features of map-reduce.

Map-reduce-based programming models have also evolved into language frameworks that provide a data access layer through a set of APIs, thus eliminating the need to re-implement repetitive tasks by working on top of the processing layer. Pig Latin [14] is a high-level data-flow language and execution framework whose compiler produces sequences of batch processing map-reduce programs. Pig offers SQL-style high-level data manipulation constructs, which can be assembled in an explicit dataflow and interleaved with custom map- and reduce-style functions or executables [15].

Another popular approach is Hive [16], an open-source data warehousing solution. Hive supports queries expressed in a SQL-like declarative language known as HiveQL, which are compiled into map-reduce jobs. In addition, HiveQL enables users to plug in custom map-reduce scripts into queries. Hive adds special optimisations to improve data-locality and reduce data-transfer overhead, such as pruning unnecessary files from partitions on the file system, and buffering small tables in the shared main memory of worker nodes for faster access.

Map-reduce is able to process large amounts of partitioned input datasets by spawning a set of homogeneous map and reduce tasks. To improve sharing of such input, CloudFlow [17] offers scheduling optimisations at the function and job levels, based on the access frequency of different datasets. A shared job data handler identifies multiple jobs of different users, finds the frequently- or partially-shared data items, and copies them to the local file system of the nodes for future use. Additionally, a shared function data handler delivers the shared data to the map functions that need it by means of a data-centric pre-fetching mechanism, instead of following a pull scheme. Therefore, when computation tasks are located away from the data they consume, the data they need can be pushed near the compute node to improve data locality.

New technologies based in multi-core processors can improve the performance of applications by favouring intra-node data sharing, which minimises data exchanges across compute nodes. The work in [18] aims to enhance intra-node data sharing, proposing a distributed data sharing and task execution framework. This tool has two main objectives: map tasks to processor cores to maximise intra-node data sharing and locality, and provide a shared space programming abstraction that replaces existing parallel programming models such as message passing.

Another approach is followed by Dryad [19], a general-purpose distributed execution engine for coarse-grain data-parallel applications. A Dryad application combines computational nodes with communication channels to form a dataflow graph. Dryad runs the application by executing the vertices of this graph on the available nodes of a distributed environment, or in several CPUs for single-node machines. The application can infer the size and placement of data at run time, and modify the graph as the computation progresses to make an efficient use of the available resources.

Finally, Nephele [20] is a data processing framework that aims to exploit the dynamic resource allocation offered by compute clouds for both task scheduling and execution. It allows to assign the particular tasks of a processing job to different types of virtual machines, and takes care of their instantiation and termination during the job execution. Similar to Microsofts Dryad [19], jobs in Nephele are expressed as a directed acyclic graph (DAG). Currently, in Nephele the only way to ensure locality between tasks is to execute them on the same virtual machine in the Cloud.

### IV. DATA-AWARE SCHEDULING

This section discusses techniques and algorithms focused on scheduling tasks in multi-node environments. Scheduling in large-scale systems is a wide concept: it faces the allocation of a set of tasks to multiple processors and the establishment of execution order [21]. From the perspective of this work, schedulers would aim to allocate tasks to a set of compute nodes, assigning tasks to nodes that already have the input data, or at least to those nodes that are close to each other.

The authors of [22] propose an algorithm that allocates tasks to nodes mainly considering the closeness of the input data, and controls the movement of information when the storage node and the compute node are different. The emphasis is on providing a solution where the configuration of the system can change over the time and where the hardware can vary between different nodes, which is known as a heterogeneous system. Firstly, the algorithm allocates a task depending on the input data and data stored in the destination node. If no task meets this criterion, then the algorithm allocates the task which data is closer to the compute node, moving the required data to that node. Here, the algorithm requests tasks with the shorter transmission time, computed based on a constant speed.

A different approach is introduced in [23]. It presents a heuristic task-scheduling algorithm called balance-reduce (BAR). First, it allocates a task and then tunes the initial task allocation in order to reduce the job completion time. BAR adjusts data locality dynamically based on the cluster and network workload. This scheduling algorithm takes into account the amount of data located in different servers, the execution cost of the task and the server workload, but it
requires prior knowledge about the amount of tasks and the load of the servers. When the network is poor, BAR enhances data locality; when the cluster is overloaded, it decreases data locality to start the tasks earlier.

In [24], the authors present a scheduler called Stork. It manages different components of the system, such as the I/O system and CPU. The scheduler uses a job description language used to represent the job’s data placement. Stork controls the load of the system, managing the number of simultaneous accesses to each storage node. By applying different policies, the algorithm supports several options to establish an order in data transfers and to reduce overload.

Minimizing the number of movements of files between storage nodes and compute nodes is the main thrust of [25]. The algorithm is based on a hypergraph, which consists in a set of vertices with different weights connected by hyper-edges with different costs. This creates a set of nets between the nodes. The purpose of this hypergraph is to represent the state of the system with its jobs, files and compute and storage nodes. This hypergraph can be partitioned into several groups representing the compute nodes, which allows the algorithm to balance and minimize files transferring costs. Later, the order of the jobs in each compute node is decided. It uses a strategy that prioritises the jobs with the shortest execution time, which is calculated taking into consideration the time to retrieve its input files.

In [26], a scheduler to improve data locality for map-reduce jobs is proposed. The basic idea is to predict the most appropriate nodes to which future map tasks should be assigned. Then input data can be preloaded to node memory without any delaying on launching new tasks. Thus, data prefetching is carried out concurrently with data processing.

A solution developed for Hadoop is explained in [27]. The authors propose a new job scheduling policy that seeks to take advantage of shared input files among different jobs to improve data locality. Their main goal is to allow tasks that share the same input block to be scheduled sequentially and in the same compute node even, if there are tasks belonging to different jobs. When a node requests a new task, the policy looks for a task that handles the same data block used by the task just completed. Regarding Hadoop, delayed scheduling [28] also attempts to achieve high data locality. When an idle node requests a task, jobs are sorted in a queue according to the number of running local tasks in the said node. The algorithm also incorporates a mechanism to avoid starvation, leveraging fairness and data locality.

Other approaches follow decentralised models in which each compute node has its own meta-scheduler, aiming to reduce the overall makespan and improve the resource performance. In [29], the authors propose a model for independent tasks in federated grids. In this work each infrastructure runs a scheduling algorithm, which looks for a reduction in the makespan on the running application. Another perspective is provided in [30]: worker-centric scheduling. Unlike task-centric scheduling, in this technique the worker takes the initiative and request to the scheduler a task, but only when it is idle. One of the advantages of this worker-centric algorithm is the ability to balance task allocation, which yields a reduction in latencies.

V. IN-MEMORY COMPUTING FOR DATA LOCALITY ENFORCEMENT

As we have previously described, the actual infrastructure that lies beneath a large scale application has a key role in its final performance. This also applies to data awareness and data locality support, as moving data to the node’s memory, and reusing already existent or processed data, minimises the interaction with storage nodes at the infrastructure level.

The work in [31] suggests that iterative and interactive applications are the ones that could take the highest advantage of in-memory data storage for fast reuse. The Spark framework relies heavily in the concept of resilient distributed dataset (RDD) [13] to provide this functionality. RDDs are in-memory collections of data, and the operations on them are tracked in order to provide significant fault tolerance. According to its authors, the system has proven to be highly scalable, fault tolerant and fast.

Spark has inspired subsequent works like GraphX [32], which extends the framework to support graph parallel computing. Working with graphs has, as indicated by the authors, specific challenges and requirements that were not fully addressed by previous works. GraphX aims to introduce fault tolerant, parallel data processing to graph processing, with a focus on in-memory computing for effective distribution of the work-load.

Shark [33], which supports the Hive warehousing system [34] on Spark, offers a similar approach, but oriented towards SQL-based data analytics by means of machine learning. These algorithms are typically iterative, thus in-memory computing suits well the need for cached data to be reused. Nevertheless, the authors emphasise that coarse-grained distributed shared-memory yields better performance that fine-grained memory in this case. This is due to the huge size of the data sets, which makes impossible to update records individually.

The work in [35] follows a different approach, yet it aims to improve data locality by means of data reuse and replication, especially for loosely-coupled data-intensive applications. This work overlaps with the scheduling section as well, as its goal is to define a scheduling heuristic to expose data reuse and replication patterns across the system, which are exploited by the scheduler.

Piccolo [36] is a data-centric programming model for writing parallel in-memory applications in data centers. Piccolo allows computation running on different machines to share distributed, mutable state via a key-value table interface. Piccolo enables efficient application implementations. In particular, applications can specify locality policies to exploit the locality of shared state access. Then, Piccolo’s run-time engine automatically resolves write-write conflicts using user defined accumulation functions.

The former works indicate that, even if it seems counter-intuitive, in-memory databases and computing are able to scale to petascale systems. No further work has found indicating whether this could hold for exascale systems though.
VI. LOCALITY-ORIENTED STORAGE PLATFORMS

The storage platform beneath an application and its supporting platform can be tailored to help with data locality provisioning. In this section we include relevant techniques that aim to increase the level of data-awareness in data storage abstractions.

To achieve efficient data locality, one would expect a degree of coordination between the service provided by the storage layer and the application’s processes, as these could compete for resources and create I/O bottlenecks. The work by Chen et al. [37] proposes data layout awareness to avoid the contention caused by process interruption on I/O transactions. This is built by allowing a specific process to be serviced continuously, instead of interrupted randomly by other processes by combining the I/O requests via aggregators that issue them on behalf of all processes. In this strategy, these aggregated requests and the partitions of file domains are rearranged in such a way that each aggregator is able to access data contiguously. Additionally, multiple aggregators can access file servers concurrently, thus exploiting better locality and reducing contention.

Regarding coordination, VIDAS (Virtualized Data Sharing) [38] constitutes an object-based and virtualised data store that aims to minimise intra-node data movement. It relies on the integration of data sharing, storage I/O coordination, and data locality awareness to provide efficient data sharing among co-located virtual machines.

In ROMIO [39], such coordination is achieved by means of a two phase approach for accessing data. The first stage allows the processes to perform non-contiguous I/O requests according to the data distribution across the disks, which results in each process making a single, large and contiguous data retrieval. In the second phase, processes redistribute data among themselves to match the application’s desired data localisation. The advantage of this method is that, by making all file accesses large and contiguous, the I/O time is reduced significantly to levels that match independent requests. The added cost of inter-process communication for data redistribution is small compared with the savings in I/O time.

As parallel file systems can significantly improve locality if designed with such purpose, there are examples of no-SQL database systems that aim to improve the overall efficiency of the data analysis process. To maintain performance when the amount of data grows to the levels of large data-intensive applications, these databases need a data-awareness component to efficiently manipulate such input.

Bigtable [40] provides a data model that allows dynamic control over the data layout format. Additionally, it permits the users to manipulate the properties related to locality in the data structure, so that their applications can benefit from a tailored schema. Following the trend of increasingly relying in memory, Bigtable supports both disk-based and in-memory storage.

Nowadays, key-value stores are increasingly used to manipulate large amounts of data. The work in [41] proposes a database that is able to self-organise data replicas according to data access locality patterns. The system is decentralised in order to optimise object placement. The authors also investigate how to detect the optimal number of replicas with respect to look-up efficiency.

Finally, systems like HBase [42], built on top of HDFS, enhance data locality for binary large objects (BLOBs) [43]. This yields several challenges, as the huge size of the database makes mandatory to distribute it in order to make it efficient. HBase combines the HDFS block-based file system, which is in charge of storing the data, with a series of metadata that permits to retrieve the location of the queried information. Data locality is achieved both by the underlying file system and by the ability to detect where the data is stored.

VII. DISCUSSION

This section finally analyses the common aspects of the selected references, and exposes the future lines of work that arise from the reviewed literature.

In the case of the scheduling algorithms, dynamic scheduling depending on the system’s conditions constitutes the main open challenge in this topic. Since the objective is to use resources as efficiently as possible, this scheduling approaches yield the need for real-time monitoring.

Moving storage from disks to memory is a current trend in large scale computing due to the reduced response time this provides. Nevertheless, memory performance and fault-tolerance is key to achieve the level of robustness that traditional storage systems have attained. Additionally, the development of efficient persistence mechanisms is an issue that must be tackled in order to make in-memory computing reliable enough for large scale production systems.

In-memory computing can be immediately related to data reuse and replication, as it minimises transfer times between the computing and storage units. Moreover, it has major synergies with data-centric application development techniques, in a similar way as distributed file systems helped with workflow input data awareness.

Data-aware scheduling is an area that could greatly benefit in-memory computing, as locating a task in the node that holds its input in memory could improve the overall system’s performance. We have also detected that merging in-memory datasets with no-SQL storage systems is a promising trend that already shows interesting results, but its scalability and reliability for ultra scale systems must be assessed in future work.

There is a need for further research in parallel file systems and storage architectures to support data awareness. Past research has focused on merging workflows, programming models and parallel file systems. However, data awareness should be provided in a transparent and smart manner at the storage layer, which would benefit the entire distributed system stack, and not just some of its applications.

Some works have introduced the promising possibility to perform intelligent data replication by monitoring the overall system’s behaviour. This could be further developed by integrating adaptive scheduling with the storage infrastructure,
seeing both stored data and tasks as a whole. In this context, scalability would be a major concern due to the introduced overhead.

VIII. Conclusions

Large scale computing infrastructures have a major impact in science and society. Nevertheless, several scalability issues arise with large and complex problems, especially affecting performance, resource utilisation and power efficiency. In this context, these systems must implement algorithms and policies that, with the existing devices and hardware, are able to reap the highest possible output.

This work reviews and summarises the most relevant publications related to data locality techniques, which are promising methods that could improve scalability and sustainability in a significant manner. After the analysis of these works we were able to discuss future research lines that could be particularly promising in this area. Dynamism and adaptability in data transfer, task scheduling and data replication are key to build smart systems that could exploit the relationship between data and processes. Nonetheless, this requires efficient and reliable real-time monitoring, which constitutes one of the major challenges in large scale computing in general.

With the increasing amount of available memory, in-memory datasets seem to be the main technique to support fast large scale storage systems, especially no-SQL databases. However, it is required further research in the scalability and fault-tolerance of current memory systems. These techniques could be combined with transparent data-aware persistence supported by parallel file systems.
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