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Abstract—Although most digital cameras acquire images in a raw format, based on a Color Filter Array that arranges RGB color filters on a square grid of photosensors, most image compression techniques do not use the raw data; instead, they use the rgb result of an interpolation algorithm of the raw data. This approach is inefficient and by performing a lossless compression of the raw data, followed by pixel interpolation, digital cameras could be more power efficient and provide images with increased resolution given that the interpolation step could be shifted to an external processing unit. In this paper, we conduct a survey on the use of lossless compression algorithms with raw Bayer images. Moreover, in order to reduce the effect of the transition between colors that increase the entropy of the raw Bayer image, we split the image into three new images corresponding to each channel (red, green and blue) and we study the same compression algorithms applied to each one individually. This simple pre-processing stage allows an improvement of more than 15% in predictive based methods.
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I. INTRODUCTION

Most modern digital cameras allow the acquisition of images as raw data that have a pixel distribution following the Bayer pattern [1]. A Bayer filter mosaic is a type of Color Filter Array (CFA) for arranging RGB color filters on a square grid of photosensors. Its particular arrangement is used in most single-chip digital image sensors used in digital cameras, camcorders, and scanners to create a color image. The filter pattern is 50% green, 25% red and 25% blue, usually called BGGR, RGBG, GRGB, RGGB, etc. depending on the position of the filters.

For display purposes and better human visualization, interpolating or demosaicing algorithms are used, that convert the raw image to a certain color space, like RGB, YUV or HSV [2]. This is a digital image processing technique used to reconstruct a full color image from the incomplete color samples output from an image sensor overlaid with a CFA. Most modern digital cameras acquire images using a single image sensor overlaid with a CFA, so demosaicing is part of the processing pipeline required to render these images into a viewable format. However, in most of them, it is possible to retrieve images in a raw format, allowing the user to demosaic them using software, rather than using the camera’s built-in firmware.

Compression algorithms usually operate on the already converted images and so far there have not been many attempts to directly compress the raw data. An interpolation followed by compression approach is inefficient from different perspectives. Interpolation comes with a redundancy cost that will be carried further in the compression step. Moreover, digital cameras could be more power efficient and provide increased resolution images if the interpolation process would be shifted to an external processing unit.

In this paper we present a survey on the lossless compression algorithms applied to raw images. We present comparative results obtained by applying the compression algorithms directly to the raw data and results obtained after having split the raw image into three corresponding channels: Red, Green and Blue, compressing them individually.

The paper is structured in 7 sections, first of them being this Introduction. We present previous attempts on raw image compression in Section II. Section III describes the lossless compression standards that have been used in this survey. Section IV describes four successful compression algorithms that have been used in this survey. In Section V, we describe the procedure for splitting a Bayer image and we provide experimental results in Section VI. Conclusions are drawn in Section VII and last, but not least, the institutions that have supported this work are acknowledged.

II. RELATED WORK

Coding techniques for full color images have been explored for a long time and there are currently a considerable number of algorithms that provide good compression results, depending on the type of application in which they are needed. Bayer data compression is however, a more recent concern in the image coding research community and the traditional coding techniques applied to these images do not lead to reasonable compression results.

Lossless coding techniques have the advantage of preserving the information and they provide low compression rates. On the other hand, lossy coding techniques have higher compression rates and they discard the information that is not visually relevant. Lossy compression approaches for CFA images can be found in [3] and [4]. In [5] proposed compression scheme allows performing a near-lossless compression of CFA images, by reducing both mathematical and perceptual redundancies.

In some applications, original CFA images are required for a better imaging quality and the interpolation step is done a posteriori. Techniques based on adapting the JPEG [6] standard algorithm to the Bayer data are presented in [7] and [8] but they lead to a lossy compression. These approaches are based on subsampling the image to convert Bayer pattern in the YCbCr color space. The main drawback is the bandwidth required by these approaches.
A more recent approach for lossless Bayer image compression has been presented in [9]. Their solution is based on decorrelating the mosaic data using the Mallat wavelet packet transform and the coefficients are then compressed by adaptive Rice code. In [10] and [11], a prediction-based lossless CFA compression scheme that employs context matching technique to rank the neighboring pixels for predicting the current pixel is presented. To our knowledge, the results presented in [11] in terms of compression rate have been the best up to this moment. However, we provide experimental results in this paper showing that using a simple pre-processing stage, the use of predictive coding standards can obtain competitive results.

III. LOSSLESS COMPRESSION STANDARDS

In this section, we present the state-of-the-art standards that allow lossless coding of digital images, namely JPEG-LS [12], JPEG2000 [13], JBIG [14] and PNG [15]. They have been developed with different goals in mind: JPEG-LS is dedicated to the lossless compression of continuous-tone images; JPEG2000 was designed with the aim of providing a wide range of functionalities; JBIG is more focused on progressive lossless compression of binary and low-precision gray-level images; PNG was developed for lossless compression of computer graphics images, however supporting also grayscale and true-color images.

JPEG-LS [12] is the state-of-the-art International Standard for lossless and near-lossless coding of continuous tone still images. It has been developed by the Joint Photographic Experts Group (JPEG) with the aim of providing a low complexity lossless image standard that could be able to offer better compression efficiency than lossless JPEG. The core of JPEG-LS is based on the LOw COMplexity LOSSless COMpression for Images (LOCO-I) algorithm [16], that relies on prediction, residual modeling and context-based coding of the residuals. Most of the low complexity of this technique comes from the assumption that prediction residuals follow a two-sided geometric probability distribution and from the use of Golomb codes, which are known to be optimal for this kind of distributions.

JPEG2000 [13] is the most recent international standard for still image compression. This standard is based on wavelet technology and embedded block coding (EBCOT) of the wavelet coefficients [17], providing very good compression performance for a wide range of bit rates, including lossless coding. Moreover, JPEG2000 allows the generation of embedded codestreams, meaning that from a higher bit rate stream it is possible to extract lower bit rate instances without the need for re-encoding.

Joint Bi-level Image Experts Group (JBIG) [14] was issued in 1993 by the International Organization for Standardization / International Electrotechnical Commission (ISO/IEC) and Telecommunication Standardization Sector of the International Telecommunication Union (ITU-T) for the progressive lossless compression of binary images. The major advantages of JBIG over other existing standards are its capability of progressive encoding and its superior compression efficiency. The term “progressive encoding” means that the image is saved in several “layers” in the compressed stream. Even though JBIG was designed for bi-level images, it is possible to apply it to grayscale images by separating the bitplanes and compressing each individually, as if it was a bi-level image.

Portable Network Graphics (PNG) [15] is an extensible file format for the lossless, portable, well-compressed storage of raster images. Color-indexed, grayscale, and truecolor images are supported, with optional transparency (alpha channel). PNG is designed to work well in online viewing applications, such as the World Wide Web, allowing a progressive display option using a 2-D interlacing algorithm. This algorithm, named Adam7, uses seven passes to send the complete picture. In the first pass only 1 out of 64 pixels is transmitted, which results in a good approximation of the original image. PNG is robust, providing both full file integrity checking and simple detection of common transmission errors.

These four standard image encoders cover a great variety of coding approaches. In fact, whereas JPEG2000 is transform based, JPEG-LS relies on predictive coding, JBIG relies on context-based arithmetic coding and PNG uses a dictionary based approach. This diversity in coding engines might be helpful for drawing conclusions regarding the appropriateness of each of these technologies for the case of raw Bayer image compression.

IV. SPECIFIC LOSSLESS COMPRESSION METHODS

Besides the study about the efficiency of lossless compression standards with raw Bayer images, we provide in this paper experimental results showing the efficiency of some successful image compression algorithms developed specifically for some types of images. We were interested in cover the most important techniques, namely prediction coding, transform coding, bitplane decomposition and binary tree decomposition.

CALIC [18] is a context-based lossless compression method. It is based on a large number of modeling contexts to condition a non-linear predictor. It uses the previous scan lines of coded pixels to do the prediction and form the context. In order to achieve high performance in binary images or binary portion in encoding images, CALIC operates in two modes: Binary and continuous tone modes. The algorithm selects one of the two modes on the fly during the coding process, depending on the context of the current pixel. Arithmetic coding is used to entropy coding of prediction residuals.

In [19] was presented a sophisticated bitplane decomposition approach that was successfully developed for the compression of microarray images. The bitplane decomposition technique is very useful on image compression. On one hand, it allows some bi-level compression methods, such as JBIG, to be applied to typical grayscale images. The compression method is applied to each bitplane after the decomposition. On the other hand, it is possible to create sophisticated models, as the ones presented in [19] that take advantage of this decomposition. This algorithm uses information of the previous bitplanes (the LSBPs) to improve the compression performance of the LSBPs.
EIDAC [20] is a compression method that has been used with success for coding images with a reduced number of intensities (simple images). The images are compressed on a bitplane basis, from the most to the least significant bitplane. The causal finite-context model that drives the arithmetic encoder uses pixels both from the bitplane currently being encoded and from the bitplanes already encoded.

Another approach of image decomposition, based on binary-tree decomposition, was developed with success for the compression of medical images [21] and microarray images [22]. In this decomposition approach, the intensity levels of a given image are organized in a binary-tree structure, where each leaf node is associated with an image intensity.

V. SPLITTING THE RAW BAYER IMAGE ON CHANNELS

Fig. 1 shows a typical Bayer arrangement of color filters. As it can be seen, the green information has double the size of the red or blue information. This is due as an attempt to mimic the physiology of the human eye, which is more sensitive to green light. To obtain a full-color image, various demosaicing algorithms can be used to interpolate a set of complete red, green, and blue values for each pixel. These algorithms make use of the surrounding pixels of the corresponding colors to estimate the values for a particular pixel.

Fig. 2 shows an RGB image and the corresponding single channel raw Bayer image. This image is obtained from the RGB version considering the information about red, green or blue of each pixel, depending on their position on the image, as presented in Fig. 1.

As we can see, despite the RGB image represents a natural scene, the corresponding raw Bayer image lost the property of an image with smooth transitions of the pixels values due to the transition between pixels that represent different colors. The grayscale version of the RGB image has a first order entropy of 4.186 bits, while the corresponding raw Bayer image has first order entropy of 7.552 bits. This is a challenge for image compression algorithms designed for natural images and in this paper we pretend to present a detailed study about this effect in the most important algorithms presented in the literature.

In order to reduce the effect described above, we present in this paper a simple pre-processing algorithm that separates the raw Bayer image into three images, each one containing the pixel values of each primary color. An example of the result of splitting the raw Bayer image can be seen in Fig. 3.

The algorithm for the channel split, taking as input a Bayer image with the configuration presented in Fig. 1, works as follows:

```c
Input: Bayer image
Output: three grayscale images: red, green and blue
for (p = 0; p < image.cols * image.rows; p++)
    row = p / image.cols;
    col = p % image.cols;
    if (row % 2 == 0) /* even rows */
        if (col % 2 == 0) /* even columns */
            /* Red channel */
            redImage[rIdx] = image[p*3+2];
            rIdx++;
        else /* odd columns */
            /* Blue channel */
            blueImage[bIdx] = image[p*3];
            bIdx++;
    else /* odd rows */
        if (col % 2 == 0) /* even columns */
            /* Green channel */
            greenImage[gIdx] = image[p*3+1];
            gIdx++;
        else /* odd columns */
            /* Blue channel */
            blueImage[bIdx] = image[p*3];
            bIdx++;
```

The algorithm for the channel split, taking as input a Bayer image with the configuration presented in Fig. 1, works as follows:

```c
Input: Bayer image
Output: three grayscale images: red, green and blue
for (p = 0; p < image.cols * image.rows; p++)
    row = p / image.cols;
    col = p % image.cols;
    if (row % 2 == 0) /* even rows */
        if (col % 2 == 0) /* even columns */
            /* Red channel */
            redImage[rIdx] = image[p*3+2];
            rIdx++;
        else /* odd columns */
            /* Green channel */
            greenImage[gIdx] = image[p*3+1];
            gIdx++;
    else /* odd rows */
        if (col % 2 == 0) /* even columns */
            /* Green channel */
            greenImage[gIdx] = image[p*3+1];
            gIdx++;
        else /* odd columns */
            /* Blue channel */
            blueImage[bIdx] = image[p*3];
            bIdx++;
```
VI. EXPERIMENTAL RESULTS

In order to perform the experiments reported in this paper, twenty-four 24-bit color images from the Kodak image set [23] of size $512 \times 768$ each, as shown in Fig. 4, were sub-sampled according to the Bayer pattern presented in Fig. 1 to form a set of 8-bit testing raw Bayer images.

Table I shows the compression results, in bits per pixel, for the 24 images of the Kodak image set [23]. In this table, we present experimental results regarding the use of four standard image coding methods. JBIG results were obtained using version 2.0 of the JBIG-Kit package [24]. The results for the JPEG-LS standard were obtained using version 2.2 of the SPMG JPEG-LS codec [25]. JPEG2000 lossless compression was obtained using version 5.1 of JJ2000 codec with default parameters for lossless compression. The results regarding PNG were obtained using the pnmtopng tool from the NetPbm package [26].

According to the results depicted in Table I, it seems that, globally, JPEG-2000 is the best image coding standard when applied directly to the CFA images, being PNG the algorithm with worst behavior.

After the transformation presented in Section V, JPEG-2000 obtained the best results. We can obtain a considerable improvement on the compression of 15%. Based on the experimental results presented in this table, we can point out that only JPEG-LS and PNG benefit from this transformation, which can be explained due the properties of the algorithms used for compression. These algorithms benefit with the properties of natural images, with smooth transitions between pixels, which is not the case of the raw Bayer images because of the transition between colors. On the other hand, JPEG-2000 and JBIG obtain better results when dealing directly with raw Bayer images since their algorithms can deal better with the non-uniform properties of these type of images. However, they stay bellow JPEG-LS when using the pre-processing stage.

Table II shows the compression results, in bits per pixel, for the 24 images of the Kodak image set. In this table, we present experimental results regarding the use of four specific image compression algorithms, the binary tree decomposition method presented in [21] and [22], the bitplane decomposition method presented in [5], EIDAC [20] and CALIC [18]. These results have been obtained with our implementation of the referred algorithms, except CALIC that was provided by the authors.

According to the results depicted in Table II, the best results regarding compression of raw Bayer images were obtained with the binary tree decomposition algorithm, being the worst results obtained with EIDAC.

It is important to point out that only CALIC and EIDAC takes advantage of the pre-processing presented in Section V. The algorithms based on image decomposition are less sensitive to the properties of the raw Bayer images and obtain interesting results, close to the ones obtained with the state-of-the-art method for this type of images presented in [11]. This gives a hint about future developments regarding the compression of this type of images.

In order to present a theoretical limit in the compression of these images, we present in Tables I and II lossless compression results for the grayscale version of the images, obtained from the RGB version after demosaicing. We can notice that there are, theoretically, room for improvement in the compression of these images since the best results obtained with or without the presented pre-processing are still 0.5 bpp or more far from the grayscale compression results.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a detailed study on the use of lossless compression algorithms on Bayer Color Filter Array Images. The results shown lead to the conclusion that a simple pre-processing algorithm that split the Bayer image into the three color components provides a considerable improvement on the results in terms of the compression rate regarding prediction based methods. Moreover, we present experimental results showing that algorithms based on image
As a future work, we will use the conclusions of this study to develop more sophisticated pre-processing algorithms and specific methods to compress this type of images.
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decomposition can provide competitive results compared to the state-of-the-art specific methods presented in literature. As a future work, we will use the conclusions of this study to develop more sophisticated pre-processing algorithms and specific methods to compress this type of images.

<table>
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<td>4.901</td>
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</tbody>
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