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Abstract—An active islanding detection method using disturbance signal injection with intelligent controller is proposed in this study. First, a DC-AC power inverter is emulated in the distributed generator (DG) system to implement the tracking control of active power, reactive power outputs and the islanding detection. The proposed active islanding detection method is based on injecting a disturbance signal into the power inverter system through the d-axis current which leads to a frequency deviation at the terminal of the RLC load when the utility power is disconnected. Moreover, in order to improve the transient and steady-state responses of the active power and reactive power outputs of the power inverter, and to further improve the performance of the islanding detection method, two probabilistic fuzzy neural networks (PFNNs) are adopted to replace the traditional proportional-integral (PI) controllers for the tracking control and the islanding detection. Furthermore, the network structure and the online learning algorithm of the PFNN are introduced in detail. Finally, the feasibility and effectiveness of the tracking control and the proposed active islanding detection method are verified with experimental results.
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I. INTRODUCTION

Islanding detection is an essential protection requirement for distributed generators (DGs) for personnel and equipment safety. The islanding phenomenon for the DG is defined when the DG continues to operate with local loads when the utility power is disconnected [1]. The islanding phenomenon usually occurs when the load power and the output power of the DG are balanced, i.e., the load power is entirely supplied by the DG. At this time, if the utility power is failed or interrupted, the disturbances of frequency and voltage of the DGs cannot be detected with the standard of IEEE1547 or UL1741 [2], [3]. The islanding phenomenon will damage the power systems and the safety of maintenance staffs. Thus, all DG equipment is required to present an effective islanding detection method [4].

In the past decade, many literatures [5]-[8] have been proposed to prevent islanding phenomenon caused by DGs. In [5], the active frequency drift method was proposed to add dead time into the output current of the power inverter and resulted in current and voltage distortion at the point of common coupling (PCC). Thus, when the utility power is failed or interrupted, the frequency can drift beyond the non-detection zone (NDZ). In [6], the proposed active islanding detection method is based on injecting a negative-sequence current through the power inverter by means of unified three-phase signal processor. The signal cross-correlation index between the injected reactive power and the frequency deviation at the PCC is proposed to detect the islanding phenomenon in [7]. A positive feedback anti-islanding scheme using q-axis injection method was proposed. The method injects a disturbance signal, which contains the difference of terminal voltage, into the active power axis (q-axis). When the utility power is failed or interrupted, it can accelerate the voltage to drift beyond the NDZ [8]. However, the proposed method is based on the active power disturbance method for islanding detection which inherently has larger NDZ compared with the reactive power disturbance method for islanding detection [9].

Recently, the study about the integration of artificial neural network and fuzzy has been proposed in many research fields. The fuzzy neural network (FNN) owns the abilities of prediction, modeling, training, and solving problems with uncertainty [10]. Moreover, FNN does not require mathematical models and has the ability to approximate nonlinear systems [11]. Furthermore, nowadays, the new intelligent controllers, probabilistic neural network (PNNs), have also been proposed in the literatures [12]-[15]. The PNN is a feed-forward neural network and is a direct neural network implementation of Bayes classification rule and Parzen nonparametric probability density function (PDF) estimation [12]. In addition, the PNN has an inherent parallel structure, a fast training process, and guaranteed optimal classification performance if a sufficiently large training set is provided [13]. Therefore, the PNN can handle the uncertainties in industry applications effectively, and it has been widely used in nonlinear mapping, pattern classification, and classification and fault detection [14], [15]. Owing to the above advantages of PNN and FNN, the PFNN, which integrates the characteristics of PNN and FNN, has been proposed in some applications, such as stochastic modeling and control problems. In [16], the PFNN is capable of solving the uncertainties in industry applications.

In this study, a grid-connected three-phase DG system using the adopted PFNN controllers is researched for the tracking control and the islanding detection. First, a DC source power inverter is emulated the DG system to implement the tracking control of active power, reactive power outputs and the
islanding detection. Then, the characteristics of the NDZ and the proposed active islanding detection method using disturbance signal injection are introduced in detail. Moreover, the PFNNs are adopted to replace the traditional PI controllers for the tracking control and the islanding detection to improve the transient and steady-state responses of the active power and reactive power outputs of the power inverter, and the performance of the islanding detection method. Furthermore, the training algorithm based on backpropagation (BP) is derived to train the connective weights, means, and standard deviations of the membership functions in the adopted PFNN online. Finally, the adopted PFNN controllers to control the active power and reactive power outputs of the power inverter and to detect the islanding phenomenon is realized in a personal computer (PC)-based control computer via MATLAB & Simulink, and the effectiveness is verified by experimentation.

**Three-Phase DC/AC Power Inverter**

![Fig. 1 Test circuit with parallel RLC load](image)

**II. ACTIVE ISLANDING DETECTION METHOD**

**A. Non-Detection Zone**

The NDZ is derived from the test circuit with a parallel RLC resonant tank as the load as shown in Fig 1. The power flow relations of the inverter active power \(P_{\text{inv}} \), reactive power \(Q_{\text{inv}} \), RLC load active power \(P_{\text{load}} \), reactive power \(Q_{\text{load}} \), and utility active power \(\Delta P \), reactive power \(\Delta Q \) are as follows:

\[
P_{\text{inv}} = P_{\text{load}} - \Delta P; \quad Q_{\text{inv}} = Q_{\text{load}} - \Delta Q.
\]  

(1)

It is difficult to detect the islanding phenomenon when active power and reactive power outputs of the grid-connected power inverter are equal to the active and reactive power of the RLC load, i.e., \(\Delta P = 0 \), \(\Delta Q = 0 \) [17]. When the utility power is disconnected, the added disturbance signal in the \(d\)-axis current will result in \(Q_{\text{inv}} \neq 0 \). It can be obtained as:

\[
Q_{\text{inv}} = V_g^2 \frac{1}{\omega_L} \frac{1}{\omega_g L} - \omega_g C) = P_{\text{load}}(\frac{1}{\omega_L} - \omega_g) C).
\]  

(2)

where \(\omega_g \) is the angular frequency of the utility power; \(V_g \) is the terminal rms voltage of RLC load. Moreover, the quality factor is defined as:

\[
\omega_{Q} = R \sqrt{\frac{C}{L}}.
\]  

(3)

Substitute (3) into (2), then (2) can be rewritten as follows:

\[
\frac{Q_{\text{inv}}}{P_{\text{load}}} = Q_{\text{inv}}(\frac{1}{\omega_L} - \omega_g) = Q_{\text{inv}}(\frac{f_o - f_g}{f_g - f_o}).
\]  

(4)

Since the resonant frequency \(\omega_o \) equals \(\sqrt{1/LC} \), (4) can be rewritten as follows:

\[
\frac{Q_{\text{inv}}}{P_{\text{load}}} = Q_{\text{inv}}(\frac{f_o}{f_g} - \frac{f_g}{f_o}) = Q_{\text{inv}}(\frac{f_{\text{max}}}{f_g} - \frac{f_g}{f_{\text{max}}}).
\]  

(5)

where \(f_g \) and \(f_o \) are the frequency of \(\omega_g \) and \(\omega_o \). The NDZ is obtained with the maximum and minimum frequency defined in the IEEE Standard 1547 [2] as follows:

\[
Q_{\text{inv}}(\frac{f_{\text{max}}}{f_g} - \frac{f_g}{f_{\text{max}}}) \leq Q_{\text{inv}} \leq Q_{\text{inv}}(\frac{f_{\text{min}}}{f_g} - \frac{f_g}{f_{\text{min}}})
\]  

(6)

where \(f_{\text{max}} \) and \(f_{\text{min}} \) are the maximum and minimum frequency thresholds; \(Q_{\text{inv}}(\frac{f_{\text{min}}}{f_g} - \frac{f_g}{f_{\text{min}}}) \) is the lower limit of the NDZ; \(Q_{\text{inv}}(\frac{f_{\text{max}}}{f_g} - \frac{f_g}{f_{\text{max}}}) \) is the upper limit of NDZ.

**B. Active Islanding Detection Method Using Disturbance Signal Injection**

The proposed active islanding detection method is based on injecting a disturbance signal into the power inverter system through the \(d\)-axis current as shown in Fig. 2, where \(P^* \) is the active power command of the power inverter; \(Q^* \) is the reactive power command of the power inverter; \(\theta \) is the synchronous angle obtained by phase loop lock (PLL); \(i_d^* \) and \(i_q^* \) are the \(d-q \) axes current commands; \(i_d \), \(i_q \), \(i_d^* \), \(i_q^* \) are three-phase current commands. The errors of active power and reactive power are regulated by the PI or PFNN controllers to obtain the \(d-q \) axes current commands. Then, using the coordinate transformation algorithm, three-phase current commands can be generated. The \(d\)-axis current command \(i_d^* \) consists of \(d\)-axis current \(i_{d} \) and injected disturbance signal \(i_{\text{dist}} \). The magnitude of the injected disturbance signal \(i_{\text{dist}} \) becomes stronger when the utility power is disconnected. The injected disturbance signal \(i_{\text{dist}} \) is designed as:

\[
i_{\text{dist}} = k \text{sign}(\Delta f) \quad \text{sign}(\Delta f) = \begin{cases} 1, & f[k] > f[k-1] \\ 0, & f[k] = f[k-1] \\ -1, & f[k] < f[k-1] \end{cases}
\]  

(7)
where \( k \) is the gain of disturbance signal; \( \text{sign} \) is the sign function, and \( \text{sign}(\Delta f) \) is determined by the frequency difference of current and last samples.

![Fig. 2 Control block of proposed islanding detection method](image)

The proposed active islanding detection method can push the frequency of the power inverter \( f \) to drift beyond the NDZ by adding the disturbance signal \( i_{\text{dist}} \) in the \( d \)-axis current \( i_d \) when the utility power is disconnected.

III. PROBABILISTIC FUZZY NEURAL NETWORK CONTROLLER

Though the PI control has the advantages of simple structure and is easily implemented, the traditional PI controller is not robust in dealing with system uncertainties such as modeling errors, parameter variations and external disturbances in practical applications. Hence, in order to achieve superior effect for the proposed active islanding detection method, the online trained PFNN controllers are adopted to replace the traditional PI controllers to achieve further rapid response of the islanding detection and improve the transient and steady-state responses of the active power and reactive power outputs of the power inverter.

A. Network Structure

The adopted five-layer of the PFNN is illustrated in Fig. 3, which consists of the input layer, the membership layer, the probabilistic layer, the rule layer and the output layer. Moreover, the signal propagation and the basic function of each layer are described in detail as follows:

1. Input layer (layer 1): For every node in this layer, the node input and the node output are obtained as:

\[
x_i(N) = e_i(N), \quad i = 1, 2
\]

where \( x_i \) represents the \( i \)th input to the input layer; \( N \) represents the \( N \)th iteration. The inputs of the PFNN are \( e_i(N) = e \) and \( e_i(N) = \dot{e} \), which are the tracking error and its derivative, respectively. These nodes only pass the input signal to the next layer. In this study, the input variables are \( e = P_{\text{inv}}^* - P_{\text{inv}} \) for the active power control and \( e = Q_{\text{inv}}^* - Q_{\text{inv}} \) for the reactive power control.

![Fig. 3 Network structure of PFNN](image)

2. Membership layer (layer 2): In this layer, the receptive field function is usually a Gaussian function in FNN. In order to reduce the computational requirements, a triangular function \( f_m(x_i) \) is selected as the receptive field function. The equations of the triangular function \( f_m(x_i) \) are provided as:

\[
\mu_j(x_i) = \begin{cases} 
0 & \text{if } x_i \geq m_j + \sigma_j, \quad x_i \leq m_j - \sigma_j, \\
\frac{x_i - m_j + \sigma_j}{\sigma_j} & \text{if } m_j - \sigma_j < x_i \leq m_j, \\
\frac{-x_i + m_j + \sigma_j}{\sigma_j} & \text{if } m_j < x_i \leq m_j + \sigma_j, \\
0 & \text{otherwise}
\end{cases}
\]

where \( \mu_j(x_i) \) is the output of the \( j \)th node of the \( i \)th input variable; \( \sigma_j \) is the center’s width of the triangle; \( m_j \) is the center of the triangle.

3. Probabilistic layer (layer 3): For the same reason in membership layer, another triangular function \( f_j(\mu_i) \) is designed as the receptive field function and its equations are provided as:

\[
P_k(\mu_j) = f_j(\mu_i) = \begin{cases} 
0 & \text{if } \mu_j \geq m_i + \sigma_i, \quad \mu_j \leq m_i - \sigma_i, \\
\frac{-\mu_j + m_i + \sigma_i}{\sigma_i} & \text{if } m_i - \sigma_i < \mu_j \leq m_i, \\
\frac{\mu_j - m_i + \sigma_i}{\sigma_i} & \text{if } m_i < \mu_j \leq m_i + \sigma_i, \\
0 & \text{otherwise}
\end{cases}
\]

where \( P_k(\mu_j) \) is the output of the \( k \)th node of the \( j \)th input variable; \( \sigma_i \) is the center’s width of the triangle; \( m_i \) is the center of the triangle.

4. Rule layer (layer 4): In this layer, each node corresponds to a rule in the knowledge base. In the Mamdani inference, the node itself performs the product operation to obtain the inference set according to the rules as shown in (11). The probabilistic information is processed using the Bayes’
theorem [12] in consideration of the group of fuzzy grade being independent variables as shown in (12). Thus, the input and the output of this layer are described as:

\[ \mu_i^l = \prod_j w_{ij} \mu_j \]  
(11)

\[ P_i^l = \prod_j w_{ij} P_j \]  
(12)

\[ \mu_i^o = \mu_i^l P_i^l \]  
(13)

where \( P_i^l \) and \( \mu_i^l \) are the input of rule layer; \( w_{ij} \) is the connective weight between the probabilistic layer and the rule layer which is set to be 1; \( w_{ij} \) is the connective weight between the membership layer and the rule layer, which is also set to be 1; \( \mu_i^o \) is the output of the rule layer.

5. output layer (layer 5): In this layer, the input and the output of the node are obtained as:

\[ y(N) = \Delta t \sum_{j=1}^{n} w_{ij} \mu_j^o \]  
(14)

where \( y(N) = \Delta t \) is the output of the PFNN; \( w_{ij} \) is the connective weight between the rule layer and the output layer.

**B. Online Learning Algorithm**

According to the supervised learning algorithm, the parameter learning can be achieved by online regulate the connective weights between the output layer and rule layer, and the mean and standard deviation of the membership functions using the BP algorithm to minimize a given energy function. Hence, in order to describe the online learning algorithm of the PFNN, first the energy function \( E \) is defined as:

\[ E = \frac{1}{2} (P_{sw} - P_{sw})^2 = \frac{1}{2} e^2 \]  
(15)

Then, the update rules for the parameters in the PFNN are introduced as follows:

1. Layer 5: In this layer, the error term to be propagated is computed as:

\[ \delta_i = -\frac{\partial E}{\partial y(N)} = \frac{\partial E}{\partial y(N)} \frac{\partial P_{sw}}{\partial P_{sw}} \frac{\partial y(N)}{\partial P_{sw}} \]  
(16)

By using the chain rule, the connective weights are updated by the amount:

\[ \Delta w_i = -\eta \frac{\partial E}{\partial w_i} = -\eta \frac{\partial E}{\partial y(N)} \frac{\partial y(N)}{\partial w_i} = \eta \delta_i \mu_j^o \]  
(17)

where the factor \( \eta \) is the learning rate. The connective weight \( w_i \) is updated by the following:

\[ w_i(N+1) = w_i(N) + \Delta w_i \]  
(18)

2. Layer 4: In this layer, the error terms to be propagated are described as:

\[ \delta_i = -\frac{\partial E}{\partial y(N)} = \frac{\partial E}{\partial y(N)} \frac{\partial y(N)}{\partial y(N)} \frac{\partial y(N)}{\partial y(N)} \]  
(19)

3. layer 2: The error terms to be propagated are obtained by:

\[ \delta_j = -\frac{\partial E}{\partial y(N)} = \frac{\partial E}{\partial y(N)} \frac{\partial y(N)}{\partial y(N)} \frac{\partial y(N)}{\partial y(N)} \]  
(20)

By using of the chain rule, the update laws of center and center’s width of the triangle are computed as follows:

\[ \Delta m_j = -\eta \frac{\partial E}{\partial m_j} = -\eta \frac{\partial E}{\partial y(N)} \frac{\partial y(N)}{\partial m_j} \]  
(21)

\[ \Delta \sigma_j = -\eta \frac{\partial E}{\partial \sigma_j} = -\eta \frac{\partial E}{\partial y(N)} \frac{\partial y(N)}{\partial \sigma_j} \]  
(22)

where \( \eta \) and \( \eta \) are the learning rates. The center of the triangle \( m_j \) and center’s width of the triangle \( \sigma_j \) are updated according to:

\[ m_j(N+1) = m_j(N) + \Delta m_j \]  
(23)

\[ \sigma_j(N+1) = \sigma_j(N) + \Delta \sigma_j \]  
(24)

The exact calculation of the sensitivity of the system \( \partial E/\partial y(N) \) which is contained in \( \partial P_{sw}/\partial y(N) \) and \( \partial Q_{sw}/\partial y(N) \) cannot be determined due to the uncertainties of the plant dynamic such as parameter variations and external disturbances. To overcome this problem and to increase the online learning rate of the network parameters, the delta adaptation law is adopted as:

\[ \delta = e(N) + Ae(N) \]  
(25)

where \( A \) is a positive constant.

**IV. EXPERIMENTATION**

The block diagram of the grid-connected power inverter system for the islanding detection method is provided in Fig. 4, where \( C_{dc}, V_{dc}, i_{dc} \) are capacitor, DC link voltage and current.
respectively; $L_f$ is inductor between the power inverter and utility power; $i_{wp}$, $i_{up}$, $i_{mp}$ are the three-phase power inverter currents; $V_{in}$, $V_{an}$, $V_{nn}$ are the three-phase voltages of RLC load; $T_u$, $T_u$, $T_v$ are the control signals of power inverter. The switch S1 represents the utility circuit breaker. When the S1 closes, the power inverter systems operate in grid-connected mode. On the other hand, when the S1 opens, the utility power is disconnected. The parallel RLC resonant load represents a local load, and the RLC resonant frequency is designed to 60 ± 0.1 Hz. Moreover, when the utility frequency is 60 Hz, the RLC resonant load represents a resistive load. If the utility power fails and the output power of the power inverter and the RLC load power are balanced, without effective islanding detection method, the output voltage and frequency of the power inverter will be maintained as same as the utility power resulting in the islanding phenomenon. Therefore, this test system can be applied to determine if the islanding detection method is valid.

![Block diagram of the grid-connected power inverter system for islanding detection](image)

In the experiment, first, some experimental results using PI and PFNN controllers for the tracking control of the active and reactive power are demonstrated to show the control performance of the power inverter with the current injection disturbance. The experimental results of using PI controller for active power command from 0kW to 2kW and reactive power command set to be 0Var are shown in Fig. 5. In this study, the gains of the PI controller are obtained by trial and error in order to achieve good transient and steady-state control performance. The responses of active power and reactive power outputs of the power inverter are shown in Figs. 5 (a) and (b). Moreover, the experimental results using PFNN controllers for active power command from 0kW to 1kW and reactive power command set to be 0Var are shown in Fig. 6. The responses of active power and reactive power outputs of the power inverter are shown in Figs. 6 (a) and (b). From the experimental results, excellent tracking responses of both active power and reactive power can be obtained for the PFNN controller owing to the online training ability. Furthermore, the output active power and reactive power of the power inverter are not affected by the added disturbance signal. In addition, the robust control performance of the adopted PFNN controller at different operating conditions is obvious.

To verify the effectiveness of islanding detection, the utility frequency 60 Hz is designed to test the effectiveness of the proposed active islanding detection method. When the S1 shown in Fig. 4 opens, the utility power is disconnected. Fig. 7 shows the experimental results of injection disturbance method using PI controller operated at 60 Hz. The responses of frequency at the terminal of the RLC load and the active power output are shown in Figs. 7 (a) and (b), where $P_{inv}$ is set to be 2kW and $Q_{inv}$ is set to be 0Var. The utility power is disconnected at the time 1s, and the power inverter continues to deliver active power to the RLC load until the time 1.75s. After 1.75s, the disturbance signal is large enough to drift the frequency to shift out of the IEEE1547 scope. From Fig. 7 (a), the total time for the PI controlled power inverter stop delivering power is about 0.75s, which meets the IEEE1547 regulations (2a). Moreover, the experimental results of injection disturbance method using PFNN controller are provided in Fig. 8. The responses of frequency at the terminal of the RLC load and the active power output are shown in Figs. 8 (a) and (b). From the experimental results shown in Figs. 8 (a)
and (b), the total time for the PFNN controlled power inverter stop delivering power is about 0.45s, which also meets the IEEE1547 regulations. Compared with the experimental results of the proposed islanding detection method using PI controller, the responses of the proposed islanding detection method using PFNN controller are faster due to the advantages of PFNN such as online learning and quick convergence. Thus, the proposed islanding detection method using PFNN controller has excellent performance for the islanding detection.

![Graphs and diagrams illustrating experimental results of PI controllers for tracking control and islanding detection.](image-url)
V. CONCLUSION

This study has successfully demonstrated the applications of the PFNN controllers on the power inverter for the tackling control of active power and reactive power outputs. Moreover, a novel islanding detection method has been successfully proposed. The proposed active islanding detection method is based on injecting a disturbance signal into the power inverter emulated the DG system through the d-axis current. Furthermore, the network structure and online learning algorithms of the adopted PFNN have all been described in detail. Finally, the proposed islanding detection method combined with the PFNN controller for active islanding detection has been successfully verified in the experimental results.

ACKNOWLEDGMENT

The author would like to acknowledge the financial support of the Ministry of Science and Technology of Taiwan through its grant MOST 103-2221-E-606-006.

REFERENCES


K. H. Tan received the B.S., M.S., and Ph.D. degrees in electrical and electronic engineering from Chung Cheng Institute of Technology (CCIT), National Defense University (NDU), Taiwan, ROC in 2002, 2007 and 2013, respectively. He has been a member of the faculty at CCIT, where he is currently an assistant professor in the Department of Electrical and Electronic Engineering. His teaching and research interests include power electronics, microgrid system and intelligent control.

C. C. Hu received the B.S. and M.S. degrees in Electrical and Electronic Engineering from Chung-Cheng Institute of Technology, Taiwan in 2002, and 2007, respectively. He was received the Ph.D. degree in Electrical Engineering from National Central University, Taiwan in 2015. He has been a deputy engineer at the System Manufacturing Center at National Chung-Shan Institute of Science and Technology, and his research interests include nanophotonics, electromagnetic field simulation, near-field optics and plasmonics.

C. W. Lan was born in Taipan, Taiwan, 1981. He received the B.S., M.S. and Ph.D. degrees from the Department of Electrical and Electronic Engineering, and the School of Defense Science, Chung Cheng Institute of Technology, National Defense University, Taoyuan, Taiwan, in 2003, 2006, and 2013, respectively. He is currently an Assistant Professor of the Department of Electrical and Electronic Engineering of Chung Cheng Institute of Technology, National Defense University. His current research interests include humanoid robot, computer vision, and remote control.

S. S. Lin received the B.S. degree and the M.S. degree from the Department of Electrical Engineering, Chung Cheng Institute of Technology (CCIT) in 1997 and 2003 respectively, and the Ph.D. degree from CCIT, National Defense University (NDU) in 2010. Currently, he is an associate professor of the Department of Electrical and Electronic Engineering, CCIT, NDU, Taoyuan, Taiwan. His current research interests include Web-based automation, RFID applications, WSN-based control and monitoring applications, power monitoring systems and microprocessor systems.

T. J. Chang received the B.S., M.S., and Ph.D. degrees in electrical and electronic engineering from Chung Cheng Institute of Technology (CCIT), National Defense University (NDU), Taiwan, ROC in 1993, 2001 and 2008, respectively. He has been a member of the faculty at CCIT, where he is currently an assistant professor in the Department of Electrical and Electronic Engineering. His teaching and research interests include operating system, information security, data structure, computer network.