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Abstract—Use and abuse of drugs by teens is very common and can have dangerous consequences. The drugs contribute to physical and sexual aggression such as assault or rape. Some teenagers regularly use drugs to compensate for depression, anxiety or a lack of positive social skills. Teen resort to smoking should not be minimized because it can be "gateway drugs" for other drugs (marijuana, cocaine, hallucinogens, inhalants, and heroin). The combination of teenagers' curiosity, risk taking behavior, and social pressure make it very difficult to say no. This leads most teenagers to the questions: "Will it hurt to try once?" Nowadays, technological advances are changing our lives very rapidly and adding a lot of technologies that help us to track the risk of drug abuse such as smart phones, Wireless Sensor Networks (WSNs), Internet of Things (IoT), etc. This technique may help us to early discovery of drug abuse in order to prevent an aggravation of the influence of drugs on the abuser. In this paper, we have developed a Decision Support System (DSS) for detecting the drug abuse using Artificial Neural Network (ANN); we used a Multilayer Perceptron (MLP) feed-forward neural network in developing the system. The input layer includes 50 variables while the output layer contains one neuron which indicates whether the person is a drug addict. An iterative process is used to determine the number of hidden layers and the number of neurons in each one. We used multiple experiment models that have been completed with Log-Sigmoid transfer function. Particularly, 10-fold cross validation schemes are used to access the generalization of the proposed system. The experiment results have obtained 98.42% classification accuracy for correct diagnosis in our system. The data had been taken from 184 cases in Jordan according to a set of questions compiled from Specialists, and data have been obtained through the families of drug abusers.
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I. INTRODUCTION

One of the main problems that face investigators and families is to identify whether the patient is really an addict or not; this can be achieved through some observations on the patient's body or reactions to certain questions and/or the change in his/her social behavior; however, all such measures may diagnose other diseases, as well. Thus, it is not easy identified whether the person is an addict or not which requires more effort from the investigators and families in this regard.

Risk of drug abuse increases greatly during times of transition. For an adult, a divorce or loss of a job may lead to drug abuse; for a teenager, risky times include moving or changing schools. Accordingly, there is an urgent need to prevent its expansion, over control on borders and smugglers, and enact strict legislations to apply advanced and updated means and measures to deal with smugglers' operations [1]. Further, the spread of the drugs is attributed to the enormous development in the means of communications and transport, and to the length of country borders, in addition to the fact that some drugs are produced locally [2], [3].

Drugs are all natural or unnatural materials that contain inhibitory or doping substances; if used in non-medical purposes, they cause an imbalance in the brain and lead to a state of habituation or addiction and cause damage of human health physically, psychologically and socially [4].

Accordingly, there is a strong need for the decisive decision which supports creating a new system to speed up identifying addict's cases early treatment and decrease the addicts' cases as much as possible.

Machine learning techniques have been one of the important fields of the researchers in computer science during the last years; the essential abilities associated with intelligence caused it in that way of the importance [5]. Machine learning has a lot of literature concerning learning theory; it improves the speed and the accuracy of the learning mechanism in different concepts [4].

The technology of machine learning is now convenient for analyzing the medical data. Many types of research have been done in medical diagnosis. Some of the specialized hospitals save data of the correct diagnosis in the form of medical records. All that to be done is to input the patient records with known correct diagnosis into a computer program to run a learning algorithm [6]. In principle, the medical diagnostic knowledge can be automatically derived from the description of cases solved in the past. The derived classifier can then be used either to assist the physician when diagnosing new patients in order to improve the diagnostic speed, accuracy, and/or reliability, or to train the non-specialist students or physicians to diagnose the patients in some special diagnostic problem [7].

This study aims to find a simple mechanism to help an investigator and the families to identify addicts. In this paper, The ANN has been used to identify if the person is an addict or not; this is done by studying a number of addicts' cases in Jordan.

The rest of the paper is organized as follows. Section II will describe ANN from its basic model going through its concepts [4].
individuals. Section IV illustrates the system for Drug addiction while Section V illustrates the experiments evaluation and system results. Section VI suggests a possible detection technique. Finally, Section VII concludes the paper and draws possible future work.

II. ARTIFICIAL NEURAL NETWORKS

Artificial Neural Networks (ANNs) are a machine learning algorithm use as analytical techniques. It is inspired from the neural structure of the human brain. These neurons are an attempt to bind the hugely parallel, distributed computation of biological brains for a variety of purposes. Even though a silicon chip (10-9) is much faster than a nerve cell (10-3), the human brain has great computation capabilities to perform certain operations (such as pattern recognition, perception, and motor control) more efficiently than fastest digital computers. This greater efficiency of the human brain is due the highly complex organization of more than 1010 neurons and 6×1012 synapses connections with each other’s [4], [6]. Nowadays, ANNs is one of the most common research topics and it has been used everywhere in most of the areas over the recent years. ANNs used for solving many problems and achieved good results, so it is one of the most famous models.

ANNs consist of an input layer, number of hidden layers and an output layer. The input layer consists of a number of neurons that represent the system inputs; each input neuron has a weight that adaptively changes during the training phase. The hidden layers are used when the data is not linearly separable. Finally, the output layer represents the final output. ANNs are learnt by-for example, the user needs to gather representative data sets, and then applies training algorithms to automatically learn the patterns of the data.

There are many types of ANNs models. MLP is considered the most common model of neural networks, which are consists of three or more layers (an input and an output layer with one or more hidden layers). This neural network model is known as supervised learning network because it requires a typical output in order to be learnt. The aim of this model is to create a relationship F: X→Y that maps the input X with the output Y using the historical knowledge collected so the MLP can then be used to extract the output when they are unknown [8], [9].

In the hidden layer, the multiplications are summed in each neuron then processed by a transfer function. The neural networks use a transfer function to move from this layer to the next layer where the transfer functions contain a mathematical function to generalize the desired output [10]. There are many types of transfer functions used in ANN and the most common types of it are: Linear Transfer Function (LF); it is computed as follows: $a = n$ where $n$ is the sum of the weighted inputs, Log-Sigmoid Transfer Function; it has a range between 0 and 1 and the function has the following formula:

$$a = \frac{1}{1+e^{-n}}$$

There are a lot of algorithms that may be used in the training phase in MLP. In this paper, we will use one of the most popular neural networks called Feed Forward Back Propagation learning algorithm [11]. With this algorithm, the input repeatedly enters to the neural networks with each output the typical output and error is computed. This error is then back propagated to the neural network and is used to adjust the weight values such that the error is reduced with each iteration and the neural network gets closer to producing the typical output.

ANNs have the ability that allows the trained network to classify new data or noisy data; that is called the generalization. The generalization is one of the main advantages of ANNs. The best generalization is reached when the dataset is split into three parts [12];

- The training set is used to train a neural network.
- The validation set is used to determine the performance of a neural network on patterns that are not trained during learning.
- The testing set is for finally checking the overall performance of a neural network.

III. RELATED WORKS

Several researchers and governments have been conducting research about drug addiction [13]-[18]. Such studies proposed that the health care providers are using computerized systems that are capable of saving a soft copy of the medical information, including prescriptions. These studies aim to manage and reduce the exchange of the illegal recipes that save money and effort. Furthermore, system databases have the advantage of supporting relevant research and studies in order to develop a system to identify addicts' individuals.

National Institute on Drug Abuse (NIDA) encourages investigators to be interested in neuroscience research in terms of advances of relationship between the use of technology and addictive behavior for addicts' identification. It also encourages the use of programs to improving understanding of the brain mechanisms that underlie addiction to simplify preventive and therapeutic interventions [14].

In [15], the authors proposed application of mobile and wearable sensors in Cognitive Behavioral Therapy for drug addiction. This study presents one of the benefits of using mobile applications with Wearable Sensors clinically to avoid
In [16], the authors proposed motivating the use of information technology (IT) to produce better results in addicts' identification and/or raise community awareness rather than the traditional methods. They also offered solutions for drug addicts and their families through social media and simplified the procedure to stop or reduce drug use that can give other benefits including diagnosis of other diseases such as AIDS and other relevant crimes that can help to build a database which contains information for researchers to use DSS to identify drug addicts.

Machine Learning is becoming increasingly popular in healthcare, if not increasingly essential, and several factors motivated the use of machine learning applications in healthcare, such as fraud and abuse detection, ability of transforming data, and benefit of healthcare providers [17].

ML applications can greatly benefit all parties involved in the healthcare industry. For example, ML can help healthcare insurers detect fraud and abuse, healthcare organizations make customer relationship management decisions, physicians identify effective treatments and best practices, and patients receive better and more affordable healthcare services [17]. The huge amount of data generated by healthcare transactions is too complex and voluminous to be processed and analyzed by traditional methods. ML provides the methodology and technology to transform these piles of data into useful information for decision making [17], [18].

In this paper, we study the causes of drug addiction in Jordan in order to obtain adequate information on the symptoms experienced by drug addicts by specialist doctors and the families of addicts. We then used this information to identify if the person is an addict or not by using ANNs in order to detect early cases of abuse to reduce the spread of addiction.

IV. DSS FOR DRUG ADDICTION USING ANNS

The ANNs have been applied to many areas which are common in the medical fields. It is used to analyze different diseases and conditions to some extent. In this paper, collecting of information took a long time to design the study questionnaire with the help of specialists in drug addiction in Jordan. The specialists in drug addiction explained that each one of the symptoms in questionnaire form may point to another disease such as a psychological disorder, epilepsy, heart disease and pressure etc. Therefore, the questionnaire used symptoms of addiction for the most popular types of drugs including Captagon, Marijuana, hashish, and cannabis. The experts in this area are advised that most of the addicts were suffering symptoms of these type of drugs in Drug Treatment Centers in Jordan.

Experts stressed that the most important feature of the addicted person is lying and deception where it was found that the result of answers to the questionnaire with the result of lab test represented by an addict or not to use in the ANN.

In [16], the authors proposed motivating the use of information technology (IT) to produce better results in addicts' identification and/or raise community awareness rather than the traditional methods. They also offered solutions for drug addicts and their families through social media and simplified the procedure to stop or reduce drug use that can give other benefits including diagnosis of other diseases such as AIDS and other relevant crimes that can help to build a database which contains information for researchers to use DSS to identify drug addicts.

Machine Learning is becoming increasingly popular in healthcare, if not increasingly essential, and several factors motivated the use of machine learning applications in healthcare, such as fraud and abuse detection, ability of transforming data, and benefit of healthcare providers [17]. ML applications can greatly benefit all parties involved in the healthcare industry. For example, ML can help healthcare insurers detect fraud and abuse, healthcare organizations make customer relationship management decisions, physicians identify effective treatments and best practices, and patients receive better and more affordable healthcare services [17]. The huge amount of data generated by healthcare transactions is too complex and voluminous to be processed and analyzed by traditional methods. ML provides the methodology and technology to transform these piles of data into useful information for decision making [17], [18].

In this paper, we study the causes of drug addiction in Jordan in order to obtain adequate information on the symptoms experienced by drug addicts by specialist doctors and the families of addicts. We then used this information to identify if the person is an addict or not by using ANNs in order to detect early cases of abuse to reduce the spread of addiction.

IV. DSS FOR DRUG ADDICTION USING ANNS

The ANNs have been applied to many areas which are common in the medical fields. It is used to analyze different diseases and conditions to some extent. In this paper, collecting of information took a long time to design the study questionnaire with the help of specialists in drug addiction in Jordan. The specialists in drug addiction explained that each one of the symptoms in questionnaire form may point to another disease such as a psychological disorder, epilepsy, heart disease and pressure etc. Therefore, the questionnaire used symptoms of addiction for the most popular types of drugs including Captagon, Marijuana, hashish, and cannabis. The experts in this area are advised that most of the addicts were suffering symptoms of these type of drugs in Drug Treatment Centers in Jordan.

Experts stressed that the most important feature of the addicted person is lying and deception where it was found that the result of answers to the questionnaire with the result of lab test represented by an addict or not to use in the ANN.

In [16], the authors proposed motivating the use of information technology (IT) to produce better results in addicts' identification and/or raise community awareness rather than the traditional methods. They also offered solutions for drug addicts and their families through social media and simplified the procedure to stop or reduce drug use that can give other benefits including diagnosis of other diseases such as AIDS and other relevant crimes that can help to build a database which contains information for researchers to use DSS to identify drug addicts.

Machine Learning is becoming increasingly popular in healthcare, if not increasingly essential, and several factors motivated the use of machine learning applications in healthcare, such as fraud and abuse detection, ability of transforming data, and benefit of healthcare providers [17]. ML applications can greatly benefit all parties involved in the healthcare industry. For example, ML can help healthcare insurers detect fraud and abuse, healthcare organizations make customer relationship management decisions, physicians identify effective treatments and best practices, and patients receive better and more affordable healthcare services [17]. The huge amount of data generated by healthcare transactions is too complex and voluminous to be processed and analyzed by traditional methods. ML provides the methodology and technology to transform these piles of data into useful information for decision making [17], [18].

In this paper, we study the causes of drug addiction in Jordan in order to obtain adequate information on the symptoms experienced by drug addicts by specialist doctors and the families of addicts. We then used this information to identify if the person is an addict or not by using ANNs in order to detect early cases of abuse to reduce the spread of addiction.

A. Data Preparation

During the examination of the drug abusers, the specialists must take into consideration a large number of possible relevant inputs to make an accurate diagnosis. The accurate diagnosis or treatment decision depends on observations, signs and physical examinations or lab results. The DSS system simulates the diagnostic process of transforming the patient information into mathematical variables. Then, these variables can be processed using certain reasoning mechanisms. Architecture of ANN to Identify Addict Person

There are a large number of relevant inputs must be considered during the diagnosis of addiction, families can identify addict person by answers to questions and a physician reaches an accurate diagnosis or treatment decision based upon physical examinations or lab results.

In this paper, the symptoms addiction dataset used for testing and training the system consisted of a total of 184 cases gathered from centers Treatment addiction, located in Amman, Jordan. Moreover, 57 variables essential to the diagnosis of the addiction than can be obtained from a relative of the addict by answering the questionnaire. These variables:

- **Relative:** This variable aims to know the relationship between the one who fill in of questionnaire and an addicted person (a member of the family like parents, brother, sisters, wife, etc.). Basic information of an addict (including the age, gender, level of education and profession).
- **Attributes:** (50 factors of symptoms are an addiction in total) that filled in by the relative.
- **The result of lab test:** Result of the laboratory examination to see whether the patient is an addict or non-addict to be used it in training the neural network.
- **Doctor diagnosis to know if the patient is suffering from another disease.**

B. Input Variables Encoding Scheme

In this paper, 51 out of 57 variables were encoded into numerical inputs to be used in the neural network that receives numerical inputs values as Variables with two independent attributes, such as the 50 symptoms of addiction and result of lab test; they are encoded into binary values (0, 1). For instance for the answer of the attribute, 1 represents a "Yes" and 0 represents "NO", result of lab test; 1 represents "addict" and
0 represent "Non-addict" where the basic information in this paper is left to be used with any new idea that may appear in the future. After encoding all variables, the training dataset is standardized based on the information that was collected from the training dataset; the validation and test datasets are also standardized.

C. Number of Hidden Layers and Hidden Neurons

Optimizing the number of hidden layer neurons for an ANN to solve a practical problem is still one of the unsolved tasks in this research area. Therefore, a number of researchers proposed some of the general rules to determining an optimal number of hidden neurons for general applications. One of the rules is: one hidden layer is enough; to find the number of neurons in the first hidden layer; add the number of neurons in the input layer to the number of neurons in the output layer and divide the result by two. Another known rule is: if more than one hidden layer must be used to achieve a less generalization error; then the number of neurons in each hidden layer except the first one will be the number of neurons in the previous layer divided by two [8]. Moreover, [11] and [12] have shown that in most situations, there is no way to determine the best number of hidden layers without training several networks and estimating the generalization error of each, because the best number of hidden layers is 56 units that depend mainly - in a complex way on the number of input and output units, the number of training cases and the complexity of the classification problem should be learned [8].

Accordingly, we used an iterative process to determine the best number of hidden layers and neurons in each hidden layer. In the iterative process, a ten - cross validation technique and percentage split is used to access the generalization for each architecture where the whole process works as follows:

Step 1: Testing the network architecture will be started with only one hidden layer by applying the following equation to find the number of neurons in the first hidden layer:

$$\text{Number of Neurons} = \frac{\text{attributes + classes}}{2}$$  \hspace{1cm} (2)

If a number of neurons was not a fixed number, then apply ceil and floor operations, so you will get two values.

Step 2: Add another layer; the number of neurons in this layer will be the number of neurons in the previous layer divided by two.

Step 3: Repeat step two until the number of the hidden neurons in the layer is one.

D. K-Fold Cross Validation Technique

Cross-validation is one of the techniques used to evaluate prediction by models partition of the original dataset into a training set to train the system, and then test the set to evaluate it.

In k-fold cross-validation is used, the original dataset is randomly partitioned into k equal size sub samples. Of the k sub samples, a single sub sample which is retained as the validation data for testing the model, and the remaining k-1 sub samples are used as training data. The cross-validation process is then repeated k times (the folds), with each of the k sub samples used exactly once as the data validation. The k results from the folds can then be averaged (or otherwise combined) to produce a single estimation. The advantage of this method is that all observations are used for both training and validation, and each observation is used for validation exactly once.

For classification problems, one typically uses stratified k-fold cross-validation, in which the folds are selected so that each fold contains roughly the same proportions of class labels. In repeated cross-validation, the cross-validation procedure is repeated n times, yielding n random partitions of the original sample. The n results are again averaged (or otherwise combined) to produce a single estimation.

V. Experiments Evaluation

In this section, we show the preliminary results obtained by the dataset described in Section III. In our experiments, we use WEKA Toolbox to evaluate our dataset. Waikato Environment for Knowledge Analysis (WEKA) is an open source data mining software suite for the Java language, developed at the University of Waikato in New Zealand. The data mining algorithms in WEKA may be applied to a dataset, and it may be called from Java code. WEKA contains a lot of algorithms for data preprocessing, clustering, classification, association rules, visualization, and regression [19], [20].

The classification was done using Intel® Core™ i5-4210U CPU @ 1.70 GHz 2.40 GHz, 8.00GB RAM with Windows 8.1 64-bit Operating System.

Because different performance metrics is appropriate in different settings, this paper utilizes seven performance metrics: True Positive Rate (TPR), False Positive Rate (FPR), Overall Accuracy (A), Precision (P), and Root Mean Square Error (RMSE). (TPR) represents the rate of cases of a case identified correctly, (FPR) represents the rate of a case of no identified incorrectly, (A) is the total rate of correct detections, (P) represents the predicted positive cases that were correctly classified, and (RMSE) provides information on the efficiency that indicates the difference between the outputs and the targets. Lower values of the RMSE indicate more accurate evaluation. Zero means no error.

$$TPR = \frac{TP}{TP + FN}$$

$$FPR = \frac{FP}{FP + TN}$$

$$A = \frac{TP + TN}{TP + TN + FP + FN}$$

$$P = \frac{TP}{TP + FP}$$

$$RMSE = \sqrt{\frac{\sum_{i=1}^{n}(O_i - T_i)^2}{n}}$$

where the TP= true positive, TN= true negative, FP= false positive, FN= false negative, Oi and Ti are the output and target values, respectively, and n is the total number of data points.

All dataset which consist of 184 sample cases were trained using 10-fold cross validation method. The different architectures were compared based on the average classification precision.
accuracy for each one. These different architectures trained with 10 different seed numbers, and then the average accuracy of each one was calculated. In this paper for all models, we assume the following:

1. MLP neural network was used for building all architectures.
2. The number of neurons in the input layer was 50.
3. The number of neurons in the output layer was one.
4. Log-Sigmoid was the transfer function that was used in the layer for each architecture.
5. The Learning rate (used for weight adjustment on each repeat) is 0.3.
6. The Momentum (used for weight adjustment during Back propagation, in order to speed up convergence and avoid local minima) is 0.2.

We have built the models with one; two, and three hidden layers, then we have compared the average of classification accuracy of architecture, and then find the best result in different architecture which has higher accuracy and less error ratio. Then it is used as a final architecture for the DSS.

We note from Table VI that there are just 3 cases classified as non-addict out of 155 Addict cases in the data set. These classification accuracies for each disease can be simply explained as the following: According to specialists, to determine if the case is addicted or not, there are some similar symptoms with each other, but they can differentiate from each other by some specific variables. Also, the practical experience of doctors in the Al-Rashid Hospital Center, Anti-Narcotics Dept in Jordan, and National Center for Addiction Treatment in Jordan allow them to diagnose their patients in high accuracy, so the samples in the training set in this system were given with high accuracy.

Consequently, the nature of the data splits at testing folds may have examples in the training sets that were very similar to the data pattern that was on the test set, so this produced high classification accuracy, so the highly accurate results obtained in this paper were realistic.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we aimed to reach accurate diagnosis to identify addicts and treat civilians and preserve their lives, which are plays one of the major roles to help families, physician and investigators. Many researchers also developed DSS to monitor trafficking of drugs on borders systems which proved its effectiveness in obtaining high accuracy to discover the drugs hidden, on another hand there are many research and studies about addictions symptoms and the reasons of propagation, and drugs abuse. This paper proposed a DSS to addicted diagnoses. The proposed system uses one of the most widespread machine learning techniques; a MLP feed forward neural network. It consisted of an input layer with 50 neurons of symptoms of addictions that represent the inputs variables, one hidden layer and an output layer that represents an Addict or Non-Addict. Moreover, 10-fold cross validation was used to access the generalization of the proposed system using 184 cases that were collected from Addiction Treatment Centers and clinics specializing in the treatment of addiction located in Jordan - Amman, of which 155 cases were addicted to drugs and 29 cases as non-addict, giving an average of 98.4239% classification accuracy. Based on these results, it can help to speed up treatment of addicts that can be used by families, physicians and investigators! Moreover, if more dataset was used for training the proposed system, that the result we got absolutely is proved with an efficient accuracy. One of the most important of major future vision to extend such work by using special sensors that can help to treat addicts by such as monitoring body temperature, the increase in respiratory rate, heart palpitations, blood pressure... etc. from symptoms of addictions. Moreover, such work can be extended by applying another machine learning types such as Neuro-Fuzzy, Artificial Immune System, and Decision Trees to compare the results with the MLP. Finally, one of the things that hopefully be conducted in the future is that the relevant questionnaires are filled in by other countries from most over the world to get different cases and more cases that will support the results obtained in this paper.
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