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Abstract—High penetration of intermittent renewable energy sources (RES) such as solar power and wind power into the energy system has caused temporal and spatial imbalance between electric power supply and demand for some countries and regions. This brings about the critical need for coordinating power production and power exchange for different regions. As compared with the power-only systems, the combined heat and power (CHP) systems can provide additional flexibility of utilizing RES by exploiting the interdependence of power and heat production in the CHP plant. In the CHP system, power production can be influenced by adjusting heat production level and electric power can be used to satisfy heat demand by electric boiler or heat pump in conjunction with heat storage, which is much cheaper than electric storage. This paper addresses multi-site CHP systems without considering RES, which lay foundation for handling penetration of RES. The problem under study is the unit commitment (UC) of the transmission-constrained multi-site CHP systems. We solve the problem by combining linear relaxation of ON/OFF states and sequential dynamic programming (DP) techniques, where relaxed states are used to reduce the dimension of the UC problem and DP for improving the solution quality. Numerical results for daily scheduling with realistic models and data show that DP-based algorithm is from a few to a few hundred times faster than CPLEX (standard commercial optimization software) with good solution accuracy (less than 1% relative gap from the optimal solution on the average).
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I. INTRODUCTION

INCREASING concerns for environmental impacts of energy production and use as well as fossil fuel depletion promote the improvement of energy efficiency in energy production and use as well as utilization RES such as wind, solar, geothermal and biofuel. CHP production is an important energy efficient technology. In CHP, useful heat and electric power are produced simultaneously in a single integrated process, i.e., power and heat production are interdependent. The energy efficiency of the traditional condensing power plant is less than 40% while the CHP plant can offer higher efficiency (over 90%) because it can utilize otherwise wasted heat in the process. For a fossil fuel based CHP plant, improved energy efficiency means the reduction of both fuel consumption and CO₂ emissions. For a renewable biofuel based CHP plant, improved energy efficiency can use scare biofuel more efficiently.

Both CHP and RES are pillars for the European Union (EU)’s energy policy for future low carbon energy systems [1]. Currently, in some European countries such as Denmark, Finland and the Netherlands, CHP has already accounted for 30-50% of national power production though penetration of CHP technology is not as extensive as it would be expected on the world scale (accounting for 10% global power generation) [2]. It is expected CHP systems will be prevalent globally in the future [2] due to various support mechanisms for deployment of CHP adopted by different countries [3].

In this paper, we deal with the transmission-constrained multi-site CHP system as shown in Fig. 1. At each site (Fig. 1(a)), a power node can be treated as a regional power system and a heat node as a regional heat distribution system. The power distribution system operates separately from the heat distribution system and coupling of power and heat only occurs in CHP production process. It means that the power distribution for the CHP system is the same as that for the power-only system. The power-only system can be treated as a special case of CHP system without considering heat generation and heat demand. This means that multi-site CHP systems can be treated as an extension of multi-site power-only systems, see e.g., [4] and [5].

Nowadays, interconnected regional energy systems [6] are common because interconnection can reduce overall cost and improve the overall efficiency of the system. Thus, multi-site CHP systems can be interpreted in a broader context. A regional energy system can be any local energy system. In this paper, we focus on connections at a relatively high level, e.g., municipal level or national level, where the number of transmission connections between regions is moderate.

Large-scale integration of intermittent RES such as solar and wind power requires coordination of power scheduling and power transmission between regions to achieve high utilization of RES [6]. As compared with power-only systems, CHP systems can provide additional flexibility for achieving power grid balance. First, power generation in the CHP plant can be influenced by adjusting heat generation level [7]. Secondly, electric power can be utilized to satisfy heat demand via heat pump (a facility for providing heat efficiently
using electricity) in conjunction with heat storage to avoid starting up CHP plants or reducing power generation from CHP plants [8] when there is large RES production. One should notice that heat storage is much cheaper than electric storage [9].

In this paper, we consider UC of the transmission-constrained multi-site CHP system without storage and RES. We attempt to coordinate power and heat generation at different sites as well power transmission between different sites simultaneously. This will be the underlying problem for handling uncertainty of RES.

To authors’ knowledge, there is no research addressing transmission-constrained multi-site CHP systems. There are at least three reasons for this. First, current deployment of CHP technology is not as wide as expected as just mentioned, and thus CHP is often ignored when dealing with large-scale systems. Second, CHP systems are more complicated than power-only systems due to the interdependence of power and heat generation in the CHP plant. For this reason, the marginal power production cost of a CHP plant depends on heat generation. As a result, it is difficult to rank CHP plants because there is no single measure that can determine the relative efficiency of CHP plants in all cases. It means that so called merit order for power-only systems does not hold for CHP systems. Finally, when power transmission is involved, the coordination between heat and power generation as well as power transmission becomes more challenges.

Since there is no research addressing the UC of multi-site CHP systems, in the following, we mainly review some general-purpose solution approaches that can be applied to solve the current problem. We roughly group solution methods into three categories. The first one applies decomposition based techniques such as Lagrangian relaxation (LR) [6], [10] and DP [11]. The second one applies different heuristics including priority listing [4], sequential method [12], system of system engineering approach [13], and meta-heuristics [14]. The last one is mixed integer linear programming (MILP) approach [15]-[17]. For the UC of single-site CHP systems, LR [18], DP [19]-[22] and different heuristics [23], [24] have been applied.

In this paper, we attempt to extend our previous DP approach [20], [22] for dealing with single-site CHP systems into the multi-site scheduling context, called MDP-RSC (multi-site DP using relaxed state and sequential commitment scheme). This means that we applied time-oriented decomposition approach to circumvent the coordination challenges for the multi-site CHP system, different from the common approach for dealing with the multi-site power-only system where the site-oriented decomposition was used [6], [10].

The DP scheme is based on relaxed ON/OFF states of plants and sequential commitment of subsets of plants based on pre-determined order of the plants to reduce the dimension of problem. Each time, only the ON/OFF states for fewer plants were considered simultaneously and the plants whose states have not been determined were set to the relaxed ON/OFF states. When the plant is at relaxed state, the ON/OFF state variable can be temporarily excluded from the set of decision variables.

Using DP-based approach, the hourly multi-site CHP system was treated as an entity and the solutions for the hourly model were coordinated from hour to hour based on recursive equations for the Bellman DP principle [25] by using efficient algorithm [26] for solving the underlying economic dispatch (ED) sub-problems. This helps to improve the solution accuracy.

The paper is organized as follows. In Section II, we describe the individual plant model and the corresponding relaxed state as well as power network model. In Section III, we formulate the UC of the transmission-constrained multi-site CHP system. In Section IV, we describe the DP-based solution approach. In Section V, we report numerical results based on realistic data.

II. CHP PLANT MODEL, RELAXED STATES AND POWER NETWORK MODEL

A. CHP Plant Model and Relaxed States

Here we adopt the same extreme point formulation for modeling CHP plant and the corresponding relaxed state as described in [22]. The plant characteristic can be either convex or non-convex. For simplicity, we assume that plant characteristic is convex. The convex plant characteristic can be represented as an LP model [27], [28] and the non-convex characteristic as an MILP model [29], [30]. The convexity assumption means that we can solve underlying ED more
efficiently using both general LP solvers and a specialized efficient LP solver [26]. However, the same DP principle would work also for non-convex plants together with an MILP solver.

It is worth mentioning that convexity assumption is not as limiting as it may seem. Some energy companies operate CHP plants according to a fixed power to heat ratio. This is a special case of convex characteristics. The operating regions of many simple backpressure plants are indeed convex. It is also possible to operate a non-convex plant for fractions of hour in different modes. This will result in the convex hourly average operating region.

Fig. 2 illustrates an operating region of the convex plant. When the plant is at ON-state, the operating region is defined by the extreme points \((c_j, p_j, q_j)\) \((j=1,\ldots,5)\), where \(c_j\) is mainly determined by fuel cost for generating \(p_j\) and \(q_j\). When the plant is at OFF-state, it does not consume fuel because it does not generate power and heat. It is equivalent to operating at point \((0, 0, 0)\).

For the extreme point formulation (1), usually we assume that the plant has the same number of points \(|Ju|\) in each hour, but the shape of characteristic may change. If a plant operates at fewer points in some hours, extra points can be disabled by fixing the corresponding \(x_{j,t}\) to zero.

If the OFF-state point \(j_u\text{OFF}\) is included in \(Ju\), then (1) corresponds to the relaxed ON/OFF state of the plants. The plant can be forced to the ON-state when \(x\)-variable corresponding to point \(j_u\text{OFF}\) is set to zero and the OFF-state when set to one (it implies \(x\)-variables for all other points are forced to zero based on convex combination, the last formula in (1)). In addition, the heat- and power-only plants can be modelled as a special case of CHP plants with zero \(p\)- and zero \(q\)-component, respectively.

### B. Power Network Model

In literature, there are two approaches for modeling the transmission-constrained power network in the context of multi-site power scheduling. One is based on the DC model [10, 12] and the other on the network flow model [32], as used in [5]. We adopt the latter approach. Considering the geography dispersion for different sites and high level interconnections, only the sites close to each other have a direct transmission line (arc) connection but the subsystems for all individual sites can form an interconnected system. In the model, only power nodes in Fig. 1 (a) are explicitly considered and heat nodes are simply represented as the heat balance of the physical site. The power transmission network in the current study is bidirectional, i.e., if there is an arc from \(i\) to \(j\), there is also an arc from \(j\) to \(i\).

### III. TRANSMISSION CONSTRAINED UC FORMULATION

The CHP system may include CHP plants, power-only and heat-only plants. The UC of the transmission-constrained problem is modelled by integrating plant model and power network model as well as relaxed states described in Section II. The model is given below:

\[
C_{u,t} = \sum_{j \in Ju} c_{j,t} x_{j,t}
\]

\[
P_{u,t} = \sum_{j \in Ju} p_{j,t} x_{j,t}
\]

\[
Q_{u,t} = \sum_{j \in Ju} q_{j,t} x_{j,t}
\]

\[
\sum_{j \in Ju} x_{j,t} = 1
\]

\[
x_{j,t} \geq 0, \quad j \in Ju
\]
s.t.

\[
\sum_{j \in J} x_{j,t} = 1, \quad u \in U, t=1,...,T
\]

\[
\sum_{j \in J} q_{j,t} x_{j,t} - x_{i,q,t} + x_{i,q,-t} = Q_{ij}, \quad i \in \Phi, \quad t=1,...,T
\]

\[
\sum_{j \in J} p_{j,t} x_{j,t} + \sum_{\{k(i,k) \in A\}} z_{k,i,t} - \sum_{\{k(i,k) \in A\}} z_{i,k,t} - x_{i,p,t} + x_{i,p,-t} = P_{i,t}, \quad i \in \Phi, \quad t=1,...,T
\]

Objective (2) is to minimize total costs. Total costs include cost as well as possible penalty for heat surplus/slack and production cost, startup and shut-down cost and transmission cost. Constraints (3)-(8) are the constraints for the ED problem no matter the plants are at ON-states, OFF-states and relaxed ON/OFF states because the active points are implicitly reflected in the plant characteristics as described in Section II A. It means that this formulation facilitates handling the ED with different ON/OFF states when the DP-based algorithm is applied for solving the UC problem because the ED has uniform formulation. Constraints (3) and (6) form the convex combination. Constraints (4) state that heat demand in each site is satisfied by local production. Constraints (5) state that power demand in each site is satisfied by local production plus power transmission between sites. Constraints (8) enforce the capacity for transmission lines. Constraints (9)-(16) are the constraints related to the UC decision. Constraints (9) and (10) establish the link between ED and UC. Constraints (11) and (12) enforce constraints for minimum up and down periods. Constraints (13) and (14) enforce must-on and must-off requirements for plants respectively. Must-off requirements are related to maintenance and must-on are related to technical constraints or generation requirements. When plants are at relaxed states, constraints (16) are not enforced. Accordingly, constraints (9)-(12) are also not enforced.

IV. SOLUTION APPROACHES

DP is a general optimization method that decomposes a complex problem into multiple simpler sub-problems. It interprets an optimization problem into a multi-stage decision process. Each stage consists of many states. The state is a way to describe the solution of the sub-problem, which contains sufficient information to determine the state of the future according to previously determined states. The states are generated based on the recursive equations. There are different ways to represent the states.

In the UC context, each time period \( t \) is a stage and the number of stages is \( T \). There are two ways to represent the state. One is based on the combination of \( w_{u,t} \) (general integer variables) [20], [22] and the other is based on the combination of \( y_{u,t} \) (binary variables) [33]. Here, we adopt the latter one. The advantage of the latter representation is reduced number of states. Let \( (i,t) \) denote the state in stage \( t \) and \((0,k_0)\) is the initial state. The recursive equations are given below:

\[
R(t,i) = \min \{ R(t-1,k) + C_{ED}(t,i) + SC(t-1,k,i), k \in S, t=1,...,T \}
\]

where \( C_{ED}(t,i) \) can be obtained based on the algorithm in [26]. To implement sequential commitment scheme, it requires a measure to determine the relative efficiency of plants [12]. According to [20]-[22], the solution with less heat surplus and power surplus can provide a relatively good measure to rank the plants. LR was used in [21] and relaxed state was used in [20], [22] to reduce heat and power surplus. Here, we adopt the latter one. The corresponding DP scheme is called MDP-RSC (multi-site DP using relaxed state and sequential commitment scheme).

The ranking measures are derived from the solution of the relaxed-state problem where all plants are set to relaxed states. According to the solution of the relaxed-state problem, the plants can be divided into two groups: group one includes plants generating energy over the planning horizon and group two includes plants generating no energy over the planning horizon. Group two operates less efficiently than group one. The plants in group one are placed first followed by the plants in group two. For group one, we use a non-increasing order of measure \( M_{E,u,t} \) to rank the plants,
where constraints (11) and (12) governing the minimum up and down periods, are transformed into linear constraints according to [15], as benchmark. All test runs were carried out on a 2.67 GHz Core CPU with 4 GB RAM under the Windows 7 Operating system.

A. Test Problem

We generated a 5-site realistic test problem based on the data from some Finnish Energy companies. Each site has its own heat and power generation facilities as well as heat and power demand. The number of plants varied from 13 to 18. CHP models were a slightly perturbed version of real plant models. Table I shows the system configuration of five sites in terms of generation facilities, capacity, power and heat demand as well as the minimum up, down time periods (including cold startup time periods) for plants.

| TABLE I GENERATION FACILITIES, CAPACITY, POWER HEAT DEMAND FOR A 5-SITE CHP SYSTEM |
|---------------------------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Site | \(||U_i||\) | \(||U_{el}||\) | \(P_i\) | \(Q_i\) | \(P_{ct}\) | \(Q_{ct}\) | \(U_{max}\) | \(D_{max}\) |
| 1 | 13 | 0 | 2 | 815 | 967 | 940 | 1997 | 1.5 | 1.5 | 1.10 |
| 2 | 13 | 1 | 1 | 395 | 339 | 940 | 2313 | 1.5 | 1.5 | 1.10 |
| 3 | 13 | 3 | 1 | 1065 | 1305 | 719 | 1310 | 1.5 | 1.5 | 1.10 |
| 4 | 18 | 5 | 0 | 450 | 434 | 978 | 1831 | 1.5 | 1.5 | 1.10 |
| 5 | 16 | 3 | 1 | 1000 | 900 | 2113 | 1.3 | 1.4 | 1.7 |

\(|U_i|\) : number of all plants in site \(i\); \(|U_{el}|\) : number of power- (heat-) only plants in site \(i\); \(P_{ct}\), \(Q_{ct}\) : power(heat) generation capacity in MW in site \(i\), \(U_{max}\), \(D_{max}\) functions show range of \(U_{max}\), \(D_{max}\), \(CT_{ct}\) columns show range of \(CT_{max}\), \(DT_{max}\), \(CT_{ct}\), \(Pi\) \((Q_i)\) maximum power (heat) demand in MW in site \(i\).

Heat and power demand are based on the history data. Demand data were on hourly basis for a full year (8760-hour). The hourly power demand varied from 75 MW to 1065 MW and the hourly heat demand from 130 MW to 1305 MW. The ratio of heat demand and power demand varied from 0.25 to 3.25 on the hourly basis and from 0.99 to 1.1 on the yearly basis. Based on Table I, the regional energy companies can operate independently based own-facilities. To form an interconnected system, we assume that two sites \(i\) and \(j\) have direct transmission line connections when \(1 \leq |i-j| \leq 3\) as shown in Fig. 1 (b). For the transmission cost, we adopt the practice of Nordic power markets [35], i.e., the transmission cost is imposed only when the power flow over the transmission line close to the capacity of the transmission line. Transmission cost and capacity were generated according to uniform distribution. The range of transmission capacity is [100,300] MW, and the range of the transmission cost is [5, 30] €/MW when the transmission cost is imposed.

B. Computational Results

To capture demand patterns for the full-year, we solved 13 daily scheduling instances spanning evenly over the year. The
starting period (sampling time) for daily scheduling was chosen as 0, 672, 1344, 2016, 2688, 3360, 4032, 6048, 6720, 7392, and 8064. The instances were solved by both MDP-RSC and CPLEX. For CPLEX. Because it is difficult for CPLEX to obtain solutions for some instances even for gap 0.5%, we set relative gap at 1% and recorded corresponding CPU time (solution time). For MDP-RSC, we chose 1, 2, 3, 4, 5 and 6 as |G| values. Based on the numerical experiments, the quality of the solution has tendency to improve as |G| increases though the improvement is not monotonically with respect to the increase of |G|. This is due to the fact that there is no single measure that can rank CHP plants properly in all cases. The quality of the solution is evaluated based on relative gap (GAP),

\[ \text{GAP} = \frac{z_p - z_o}{z_o} \times 100 \% \]  

(21)
where \( z_p \) and \( z_o \) are the objective function values of the subject and benchmark algorithms, respectively.

| TABLE II |

| RELATIVE GAP (GAP) FOR MDP-RSC AGAINST CPLEX (GAP 1%) AS WELL AS SOLUTION TIME FOR BOTH MDP-RSC AND CPLEX FOR DAILY SCHEDULING |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Sampling time   | CPLEX CPU(s)    | GAP1(%) (%)     | GAP2(%) (%)     | MDP-RSC1 CPU(s) |
| 0               | 13.1            | 2.74            | 1.12            | 0.06            | 0.14           |
| 672             | 297.4           | 3.20            | 1.32            | -0.35           | -0.35          |
| 1344            | 5.4             | 3.52            | 1.36            | -0.50           | -0.50          |
| 2016            | 8.5             | 3.97            | 1.59            | -0.40           | -0.40          |
| 2688            | 130.8           | 3.16            | 1.26            | -0.56           | -0.54          |
| 3360            | 243.8           | 3.24            | 1.43            | -0.13           | -0.13          |
| 4032            | 241.1           | 3.35            | 1.34            | -0.45           | -0.45          |
| 4704            | 118.8           | 3.98            | 1.11            | 0.05            | 0.05           |
| 5376            | 187.6           | 3.10            | 1.15            | 0.41            | 0.53           |
| 6048            | 359.5           | 3.38            | 1.32            | 0.29            | 0.29           |
| 6720            | 225.6           | 3.71            | 1.40            | -0.19           | -0.19          |
| 7392            | 352.3           | 2.64            | 1.04            | 0.24            | 0.24           |
| 8064            | 409.5           | 3.19            | 1.24            | -0.02           | 0              |
| AVG             | 199.5           | 3.25            | 1.28            | -0.12           | -0.10          |

Table II gives the relative gap (GAP) for MDP-RSC against CPLEX as well as solution time for both MDP-RSC and CPLEX. In the table, GAP1 is the best gap we get for all |G| values we tested. For our test instances, it seems that the best results occur when |G|= 5 or 6. It means that we need to do tests for |G|= 5 and 6 to get the better results. Consequently, we recorded the solution time for MDP-RSC (MDP-RSC1 column) as the sum of the CPU time for |G|= 5 and 6. GAP2 is GAP for |G|= 5. It is the best result in terms of both average result (AVG row) and the sample standard deviation for individual test instances for |G|= 5 and 6 if we evaluate the result for individual |G|. Accordingly, MDP-RSC2 column reported the CPU time for |G|= 5.

We observed that GAP2 is close to GAP1. The average GAP is less than 1% and the sample standard deviation is 0.34. This means that the worst GAP is less than 2% (average+3*standard deviation). Here, we compare the solution time in MDP-RSC2 column against that for CPLEX. MDP-RSC is from a few to a few hundred times faster than CPLEX with average 155. It means that MDP-RSC shows advantage over CPLEX when the uncertainties of the intermittent RES such as wind and solar power need to be considered. In this situation, numerous scenarios of intermittent RES need considering [36]. In each scenario, a deterministic UC of the multi-site CHP problem needs to be solved. The final schedule can be obtained by combining the results of individual scenarios. It implies that the solution time for the deterministic problem must be fast enough to facilitate evaluation.

VI. CONCLUSION

To address power grid balance issues caused by large penetration of intermittent RES such as solar and wind power, into the energy system, CHP systems have additional mechanisms to increase the RES utilization when compared with power-only systems. On one hand, power generation in the CHP plant can be influenced by heat generation level due to the interdependence between power and heat generation. On the other hand, the operations of CHP systems are usually driven by heat demand. When there is a large scale RES generation, RES power can be used to satisfy heat demand to avoid the startup of CHP plants. However, CHP systems are more complicated than power-only systems. The scheduling and planning coordination in the CHP system needs to consider the heat and power generation and demand simultaneously and thus more sophisticated methods need to be developed.

In this paper, we have formulated UC of the transmission-constrained multi-site CHP system by integrating the special modeling technique for the UC of the single-site CHP system [22] and network flow model [32] for the power transmission [5]. We have developed DP-based algorithm for solving the problem. Numerical experiments for daily scheduling with realistic CHP models and data show that the DP-based algorithm has a good solution accuracy (less than 1% gap with the optimal solution on the average) and the fast solution speed (the DP algorithm is from a few to a few hundred times faster than CPLEX, the standard optimization software). This will lay solid foundation for addressing RES integration into the energy system for considering different scenarios under uncertainty.
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LIST OF SYMBOL

\begin{align*}
A. \text{ Indices} & \\
\quad i, k & \text{ site index} \\
\quad (i,k) & \text{ power arc in the power transmission network} \\
\quad j & \text{ extreme point index} \\
\quad j_{\text{OFF}} & \text{ index of extreme point corresponding to OFF-state of plant } u_j, u_{j_{\text{OFF}}} \in J_e \\
\quad p, q & \text{ superscript/subscripts or prefixes for power and heat} \\
\end{align*}
B. Index Sets

φ set of generation and demand sites (nodes)
A set of arcs \( A = \{(i, k) : i, k \in \Phi, i \neq k\} \)
J set of extreme points of the operating regions for all plants
\( J_i \) set of extreme points of the operating regions for plants at site \( i \)
\( J_u \) set of extreme points of the operating region of plant \( u \)
\( U \) set of all plants
\( U_i \) set of plants at site \( i \in \Phi \)

C. Parameters

\( c_{i,k} \) transmission cost on arc \((i, k)\)
\( \delta_{i,k} \) capacity of arc \((i, k)\)
\( c_{i,k}^{e} \) extreme point \((i, k) \in J_u\) of operating region of plant \( u \)
\( \delta \) characteristic point at index \( i \) in period \( t \)
\( t \) power surplus/slack penalty cost at site \( i \) in period \( t \)
\( s_{i}\) start-up and shut-down cost for plant \( u \in U \) at the beginning of time period \( t \)
\( P_{i,t}^{\text{off}} \) power demand at site \( i \) in period \( t \)
\( Q_{i,t}^{\text{off}} \) heat demand at site \( i \) in period \( t \)
\( Y_{i,t}^{\text{off}} \) set of hours when plant \( u \in U \) is at forced OFF-states
\( Y_{i,t}^{\text{on}} \) set of hours when plant \( u \in U \) is at forced ON-states
\( U_{i,t} \) minimum up time for plant \( u \in U \) after start-up
\( D_{i,t} \) minimum down time for plant \( u \in U \) after shut-down
\( C_{i} \) cold start-up time for plant \( u \in U \)
\( T \) number of periods over the planning horizon

D. Decision Variables

\( w_{i,t} \) state variable for plant \( u \in U \), indicating number of periods that plant \( u \) has been ON or OFF at the end of period \( t \) (negative values denote OFF time). Initial state \( w_{i,t0} \) is given.
\( x_{i,t} \) decision variables used for encoding the operating level of each plant \( u \) in terms of extreme points \( j \in J_u \) of the operating region in period \( t \).
\( s_{i,t} \) power surplus/slack quantity at site \( i \) in period \( t \)
\( Y_{i,t} \) heat surplus/slack quantity at site \( i \) in period \( t \)
\( z_{i,t} \) zero-one decision variable indicating whether plant \( u \in U \) is OFF/ON in period \( t \)

E. Notations Related to DP Algorithm

\( R(t,i) \) least total cost to arrive at state \((t,i)\)
\( C_{E}(t,i) \) economic dispatch (ED) cost for state \((t,i)\)
\( S(t-1,k,t,i) \) transition cost from state \((t-1,k,t)\) to state \((t,i)\)
\( S_t \) set of states at stage \( t \)
\( G \) subset of plants that are committed simultaneously

F. Notation Used for Ranking

\( \lambda_{i,t} \) dual value of power balance at site \( i \) in period \( t \)
\( \lambda_{i,t}^p \) dual value of power balance at site \( i \) in period \( t \)
\( P_u \) power production in plant \( u \) in period \( t \)
\( Q_u \) heat production in plant \( u \) in period \( t \)
\( C_u \) production cost as function of \( P_u \) and \( Q_u \) in plant \( u \) in period \( t \)
\( M_{R,u,1} \) ranking measure for plants generating energy over the planning horizon based on the solution of the relaxed-state problem

\( M_{R,u,2} \)
\( E_{\max,u} \)
\( C_{\max,u} \)
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