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Abstract—Absolute pitch is the ability to identify a musical note without a reference tone. Training for absolute pitch often occurs in preschool education. It is necessary to clarify how well the trainee can make use of synesthesia in order to evaluate the effect of the training. To the best of our knowledge, there are no existing methods for objectively confirming whether the subject is using synesthesia. Therefore, in this study, we present a method to distinguish the use of color-auditory synesthesia from the separate use of color and audition during absolute pitch training. This method measures blood volume in the prefrontal cortex using functional Near-infrared spectroscopy (fNIRS) and assumes that the cognitive function within the brain has two parts. The first part is a non-linear part. In this step, the input from the sensory is selected and distributed to the corresponding parts of the brain. The second part is a linear part. The part input from the non-linear part will cause the blood volume to increase. Here, we aim to construct a model to reverse engineer such non-linear and linear part of the cognitive system. For the linear part, we assume a second order ordinary differential equation. An inverse filter for such system can easily be obtained. For the non-linear part, since it is difficult to design such complex system, the system adopts a machine learning approach. A method based on SOM is utilized and the system learns itself from the available data. A preliminary experiment using 15 subjects has been conducted and the performance of the presented method is reported.
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I. INTRODUCTION

Absolute pitch is the ability to identify a musical note without a reference tone [1]-[3]. Although absolute pitch is not essential for musical performance, training absolute pitch for children is one of the popular preschool educations. Gregersen et al. point out that absolute pitch exhibits phenotypic and genetic overlap with synesthesia [4]. Another research exhibits that using color-auditory synesthesia can make use of synesthesia from color/auditory sensory alone during the memorization and recall of absolute pitch learning method. The blood volume of the prefrontal cortex is observed in our presented system using fNIRS. The presented system assumes that the cognitive function within the brain has two parts. The first part is a non-linear part. In this step, the input from the sensory is selected and distributed to the corresponding parts of the brain. The second part is a linear part. The part input from the non-linear part will cause the blood volume to increase. Here, we aim to construct a model to reverse engineer such non-linear and linear part of the cognitive system. For the linear part, we assume a second order ordinary differential equation. An inverse filter for such system can easily be obtained. For the non-linear part, since it is difficult to design such complex system, the system adopts a machine learning approach. A method based on SOM is utilized and the system learns itself from the available data. A preliminary experiment using 15 subjects has been conducted and the performance of the presented method is reported.

II. PROPOSED METHOD

Fig. 1 shows the flow of our method. Generally, when a brain activates a certain input from the sensory system, the cerebral blood flow increases. The amount of the blood flow increase depends on the amount of sensuous information, such as hearing, visual, and/or color-auditory synesthesia.

Here, the amount of sensuous information input is defined by \( u(t) \). The input \( u(t) \) passes through an unknown function \( f(u(t)) \) which converts the sensuous input to the corresponding positions of the brain to activate. Here, \( u_1(t), u_2(t) \ldots u_n(t) \) indicate the information stimuli input to each part of the brain. When the input is amount of sensuous information \( u_1(t), u_2(t) \ldots u_n(t) \) and the output is cerebral blood flow at absolute pitch learning \( x_1(t), x_2(t) \ldots x_n(t) \) is assumed to be as:

\[
M \frac{d^2x_{12\ldots n}(t)}{dt^2} + \mu \frac{dx_{12\ldots n}(t)}{dt} + T x_{12\ldots n}(t) = T u_{12\ldots n}(t)
\]

where \( t \) is continuous time, \( M, \mu, T \) are coefficients.

The presented method aims to estimate \( u(t) \) mentioned above from observed cerebral blood flow. When \( dt \) is a time difference and \( k \) is a discrete time, the amount of sensuous information can be expressed from the above model equation as follows: In order to represent the second order lag model, let us define two state variables \( y_1(t) \) and \( y_2(t) \) as:
The estimated input $\hat{u} (k) := \hat{u}_{1,2,n}(k)$ can be obtained by:

$$\hat{u} (k - 1) = \frac{1}{a_2} y_1(k) - \frac{a_1}{a_2} y_1(k - 1) - \frac{a_2}{a_3} y_2(k - 1)$$

\[ (3) \]

where:

\[ a_1 = \left( 1 - \frac{7\Delta t}{2M} \right) \]

\[ a_2 = \left( 1 - \frac{\mu dt}{2M} \right) \]

\[ a_3 = \frac{\mu}{M} \left( \frac{dt}{2} - \frac{\mu dt^3}{6M} \right) \]

Then, the concentration of oxygenated hemoglobin, which is the output, is measured by NIRS and the amount of sensuous information $y_2(k)$ is obtained from the above model equation. From the obtained $\hat{u}_1(k)$, a minimum value of the time difference and the standard deviation $\text{STD}$ are used as a feature value from the following equation to create a feature value vector.

$$\text{STD} = \text{std}(\hat{u}(k)) = \frac{\sum(\hat{u}(k) - \text{mean}(\hat{u}(k)))}{N}$$

\[ (5) \]

where $N$ is the number of data.

$$\text{MIN} = \min\{ \hat{u}(k) \}$$

\[ (6) \]

where $\min\{ \}$ gives the the minimum value, and $\hat{u}(k + 1):= \frac{\hat{u}(k+1) - \hat{u}(k)}{dt}$ is the differential input.

A self-organized map (SOM) based on this feature quantity vector is created. A feature vector where input sensory is unknown is also mapped to the same two-dimensional map. The system estimates if the subject is using color-auditory synesthesia or not by this map.

### III. Experiment

In this experiment, the subjects were divided into three groups; a) color only b) auditory only, and c) color-auditory synthesis. Each group was given a task to memorize and recall their sensory. Cerebral blood flow was monitored during the task. Using the presented model, we judged whether colored-hearing synesthesia was used during absolute pitch learning, and the validity of the presented method was studied.

The chord used in this experiment is 1. CEG, 2. CFA, 3. CFG. CEG is a major triad with root position as C. CFA is a major triad with root position as C, first expansion. CFG is a major triad with root position as C. The colors (R: G: B) used in this experiment are red (255: 0: 0), yellow (255: 255: 0), and blue (0: 112: 192). The correspondence of chord and color is 1. Red (255: 0: 0) to CEG, 2. (255: 255: 0) to CFA, 3. Blue to CFG (0: 112: 192).

In this experiment, there are two phases; namely the memorization phase and recall phase. At 30 seconds rests and when the screen of the video is blank, participants watch mark on the center of the screen. One flow of this experiment is memorization (first half) → recollection (first half) → memorization (second half) → recollection (second half). The interval of flows is around 1 minute. The order of tasks in both phases is arranged randomly in order not to remember based on the order. Participants receive the explanation of the flow of this experiment and concrete explanation of what to answer in advance. These procedures are shown in Figs. 2 and 3.
In the recall phase, the subjects were presented a color for 2 seconds followed by a 3 seconds of a blank. During this 3 second period, the subjects are to answer if the color was previously presented in the memorization task or not.

The group using auditory only was given a hearing task. The chord sounded three times in 2 seconds randomly. The subjects were to memorize the presented chord itself. In the recall phase, the subjects were presented a chord for 2 seconds followed by a 3 second of silence. During this 3 seconds period, the subjects are to answer if the chord was previously presented in the memorization task or not.

The group using color-auditory synthesis was given a task of colored-hearing synesthesia. The subject was presented a color on a screen while a chord sounded three times in 2 seconds randomly. The subjects were to memorize the combination of the presented chord and color. In the recall phase, the subjects were presented a combination of a chord and color for 2 seconds followed by a 3 second of blank and silence. During this 3 second period, the subjects are to answer if the combination of a chord and the color was previously presented in the memorization task or not.

We used the Hitachi Kokusai Yagi Solutions Inc WOT-100 (Fig. 4) as an NIRS device. The device has 10 measuring positions, channels 7 to 16. In order to focus on the auditory system, we took measurements of the right hemisphere of the brain by recording ch7-9 as shown in Fig. 5. The experiment was held in a silent room. Only subjects who agreed to informed consent participated in the experiment. The number of subjects was 15 of the age range was 19–23 years old.

The correct answer rate using SOM and SVM was evaluated using leave-one-out-cross-validation. The correct answer rate was evaluated by dividing the number of correct responses by the total number of responses.
IV. RESULTS

Fig. 6 shows the oxidized hemoglobin concentration over time, for one subject at ch7, when synesthesia was used.

A graph of the sensory amount corresponding is shown in Fig. 6 of the oxyhemoglobin concentration is shown in Fig. 7.

The result of creating a SOM using the presented feature quantity is shown in Fig. 8.

The correct answer rate with SOM was higher than the correct answer rate of SVM for both 2 class classification and 3 class discrimination, 83.0% and 70.0% for 2 class discrimination, 63.3% and 50.0% for 3 class discrimination, respectively. The results are shown in Table I.

<table>
<thead>
<tr>
<th>Number of classes</th>
<th>SOM</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 classes</td>
<td>83.3</td>
<td>73.3</td>
</tr>
<tr>
<td>3 classes</td>
<td>63.3</td>
<td>53.3</td>
</tr>
</tbody>
</table>

The percentage incorrectly identified as synesthesia (a false positive rate) is 0.0% in the case of using SOM, 10.0% in the case of SVM, it can be seen that the SOM is more accurately discriminated. The results are shown in Table II.

<table>
<thead>
<tr>
<th></th>
<th>SOM</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error rate (%)</td>
<td>0.0</td>
<td>10.0</td>
</tr>
</tbody>
</table>

V. DISCUSSION

From the map in Fig. 8, we can see that the visual data are scattered around the hearing data. This could be attributed to the fact that the difference between the amount of information at the time of hearing and the amount of information at the time of vision is small when considered in terms of the amount of sensuous information, and it can be considered to have similar properties.

From Table II, it can be seen that in the case of SVM, visual and auditory errors were erroneously discriminated as colored-hearing synesthesia data. The data at colored-hearing synesthesia sensation are not erroneously determined as data at the time of vision or audition. It is thought that it is not good in that the opposite is considered not good in thinking that the wrong learning method is correct when considering the actual situation, therefore, we consider that the proposed analysis method is effective.
VI. CONCLUSION

In our experiment, we obtained a high correct answer rate of 83% in two class discrimination and we could discriminate synesthesia during absolute psychoacoustic learning by using the model equation of sensory quantity and cerebral blood flow rate. However, it can be said that the credibility is low because it is small, so it is a future prospect to increase the number of data.
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