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Abstract—The paper presents the results of a detailed assessment of several modern Reynolds Averaged Navier-Stokes (RANS) turbulence models for prediction of C3X vane film cooling at various injection regimes. Three models are considered, namely the Shear Stress Transport (SST) model, the modification of the SST model accounting for the streamlines curvature (SST-CC), and the Explicit Algebraic Reynolds Stress Model (EARSM). It is shown that all the considered models face with a problem in prediction of the adiabatic effectiveness in the vicinity of the cooling holes; however, accounting for the Reynolds stress anisotropy within the EARSM model noticeably increases the solution accuracy. On the other hand, further downstream all the models provide a reasonable agreement with the experimental data for the adiabatic effectiveness and among the considered models the most accurate results are obtained with the use EARMS.
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I. INTRODUCTION

NOWADAYS, the efficiency of modern industrial gas turbines strongly relies on the elevation of the gas-path temperature, which makes the turbine blades subjected to extremely high thermal loads. The common way of protecting the blade is to introduce a kind of film cooling for which the coolant is injected from discrete holes forming a relatively cold film along the blade surface.

One of the known problems of the film cooling is its reduced effectiveness in case of high blowing ratios [1], for which the coolant jets penetrate deep into the gas-path resulting in limited film coverage downstream of the holes. At the same time, due to the jet-mainstream interaction the additional aerodynamic losses are introduced, which potentially reduce or even eliminate the efficiency gain due the gas temperature elevation. Therefore, a detailed understanding of the heat transfer mechanisms is essential for improvement of cooling systems. For that purpose, the Computational Fluid Dynamics (CFD) methods are widely employed providing three-dimensional velocity and temperature fields, which could be used for the design of elaborated film cooling configurations. It should be however noted, however, that the precise prediction of the lateral spread and vertical penetration of a film cooling jet is far from being straightforward since it requires an accurate specification of the Reynolds stress tensor anisotropy [2], [3]. For that purpose, the most suitable approach is to apply Scaled Resolving Simulations (SRS) [4], [5] (e.g. Detached Eddy Simulation, Large Eddy Simulation or even Direct Numerical Simulation), which have been successfully applied for prediction of the film cooling for both flat plates [6]-[11] and airfoils [12]-[16]. However, despite the significant progress reached in the development and application of SRS approaches they still remain prohibitively expensive when complex geometries with multiple turbulent scales are considered. Moreover, if more than one row of blades has to be modeled in the framework of SRS the simulation without any circumferential periodicity should be performed to be able to properly specify the conditions at the rotor/stator interfaces [17], which is far beyond the capabilities of modern computers. Therefore, taking into account the relatively high computation cost of SRS approaches the engineering simulations of the film cooling are conventionally performed with the use of the RANS equations [2], [3]. It should be noted, however, that due to the turbulence closure problem RANS strongly relies on the baseline turbulence model [18] with the use of the RANS equations [2], [3]. It should be noted, however, that due to the turbulence closure problem RANS strongly relies on the baseline turbulence model [18] and often tend to incorrectly predict the flows with a separation or strong anisotropy of the Reynolds stress tensor (unless it is somehow accounted within the model), which is the case for a typical film cooling configuration. Particularly, it is widely acknowledged that the RANS models with a linear relation between the Reynolds stress and strain rate tensors are incapable to predict the peculiarities of the jet-mainstream interaction in the vicinity of the holes [2], [3], while further downstream they could provide a reasonable agreement with the experimental data [19]-[27]. On the other hand, as of today the information about the performance of the RANS models accounting for the Reynolds stress anisotropy is somewhat contradictory [2], [3], which makes a detailed assessment of their accuracy and robustness, when applied to the film cooling prediction, of a high practical importance. For that purpose, three models are considered within the current paper, namely the SST model [28], the modification of the SST model accounting for the streamlines curvature (SST-CC) [29], and the EARSM [30], which accounts for the Reynolds stress anisotropy by introducing the additional non-linear terms based on the strain rate tensor invariants. It should be noted that these models utilize similar equations for the turbulence kinetic energy and for the specific dissipation rate, which allows distinguishing the effects due to the Reynolds stress anisotropy with those due to the baseline model performance.

The accuracy and robustness of the abovementioned
II. DESCRIPTION OF FLOW AROUND THE C3X VANE

The C3X vane cascade has been experimentally studied in [31], [32]. The geometry of each vane corresponds to a scaled two-dimensional slice from a first-stage nozzle for a helicopter main engine. The experiment is conducted at the inlet Mach number two-dimensional slice from a first-stage nozzle for a helicopter [31], [32]. The geometry of each vane corresponds to a scaled (being believed to be typical at the inlet to first stage vanes. At the inlet, the total temperature \( T_{T_{in}} \) and total pressure \( P_{T_{in}} \) as well as the turbulence quantities are specified (Fig. 1), which correspond to relatively high-level large-scale turbulence closely representative of turbulence conditions closely resembling the experimental distribution. It should be kept in mind that the considered models yield almost identical temperature distributions which are in a relatively good agreement with the experimental data; however, the level of the wall temperature is slightly overestimated for \( y^+<1 \) in the entire domain.

At the inlet, the total temperature \( T_{T_{in}} \) and total pressure \( P_{T_{in}} \) as well as the turbulence quantities are specified (Fig. 1), which correspond to relatively high-level large-scale turbulence closely representative of turbulence conditions being believed to be typical at the inlet to first stage vanes. At the outlet boundary, the static pressure \( P_{out} \) is set, whereas the remaining transported quantities are extrapolated from the domain. The vane surface a no-slip adiabatic condition is employed. A symmetry condition is applied in the spanwise direction, and a periodic condition is utilized at the top and bottom boundaries.

Finally, at the plenum inlet the constant pressure \( P_{CO} \) and temperature \( T_{CO} \) are set, whereas a no-slip adiabatic condition is employed at the solid walls. Unlike the \( T_{CO} \) values, which are known from the experiment, the \( P_{CO} \) values are iteratively adjusted to fit the experimental velocity ratio \( VR \) at the outlet from the holes (the constant density ratio of \( DR=0.94 \) is used for all the considered injection regimes).

III. ASSESSMENT OF THE CONSIDERED TURBULENCE MODELS FOR THE C3X VANE TEST CASE

In this section the considered turbulence models are assessed for the prediction of the flow around the C3X vane with and without film cooling. The experimental data comprise the measurements of the wall pressure and temperature for the case without film cooling as well as the adiabatic effectiveness for both the pressure and suction side film cooling from either one or two rows of holes.

A. No Film Cooling

The obtained distributions along the C3X vane without film cooling are shown in Fig. 2.

As seen, all the considered models yield almost identical pressure distributions which are in a relatively good agreement with the experimental data. Similarly, all the considered models yield close distributions of the skin friction coefficient; however, at the suction side the maximum of the skin friction coefficient slightly depends on the peculiarities of the suction side film cooling. The experimental data accompanied with the flow acceleration.

With regards to the vane temperature, almost perfect agreement with the experimental data is observed in the vicinity of the stagnation point for all the considered models. Consistently with the skin friction coefficient, all the considered models yield almost identical temperature distributions at the pressure side, which are in a reasonable agreement with the experimental data; however, the level of the wall temperature is slightly overestimated for \( x/C>0.2 \), whereas the slope and the shape of the calculated curves are similar to the experimental distribution. It should be mentioned that the experimental temperature distributions have a non-monotonic behavior at \( x/C=0.2 \), which origin is not clear from the description of the experiment [31], [32].

Finally, the difference between the models at the suction side is noticeably larger than that at the pressure side. Particularly, SST and SST-CC yield close to the experimental results; however, the minimum value at \( x/C<0.35 \) is slightly underestimated. At the same time, EARSTM slightly delays the temperature recovery (however, the slope of the curve is similar to those of the experiment) and slightly underestimates the temperature minimum.

B. Suction Side Film Cooling

To illustrate the topology of the flow and to outline the peculiarities of the suction side film cooling the contours of
the adiabatic effectiveness and iso-surfaces of the \( \lambda^2 \) criterion obtained with the use of SST are shown in Fig. 3 (for the other two models, similar topology is obtained). As seen, the pronounced counter-rotating vortex pair and the horseshoe vortex typical for the jet in the cross-flow are observed for all the considered injection regimes.

With regards to the adiabatic effectiveness contours, due to the relatively low velocity ratios the jet emanating from the holes is forced to the vane surface resulting in an amplification of the film cooling effectiveness downstream. As expected, due to the denser arrangement, the configuration with two staggered rows yields better lateral film coverage of the vane surface than those of one row; however, for all the considered injection regimes the distinct traces of both upstream and downstream jets could be observed indicating that the interaction between the successive jets is marginal.

To make a quantitative comparison between the considered turbulence models, the skin friction coefficient profiles are shown in Fig. 4. As seen, accounting for the streamlines curvature of the SST-CC model has marginal effect on the solution and the obtained profiles are very close to those of SST, whereas accounting for the Reynolds stress anisotropy within EARSM has a noticeably larger effect on the solution. Particularly, for all the considered injection regimes SST and SST-CC yield fully attached flow in the vicinity of holes with strongly non-uniform profiles due to the jet-mainstream interaction, whereas EARSM predicts a small separation zone for two staggered rows at \( VR = 0.31 \). Further downstream, as the jets are penetrating into the mainstream, the uniform profiles are recovering; however, the recovery rate of EARMS is noticeably slower than those of the other two models.

With regards to the spanwise distributions of the adiabatic effectiveness (Fig. 5), the most noticeable difference between SST and SST-CC is observed in the vicinity of the holes. Particularly, SST-CC yields slightly lower maximum of the adiabatic effectiveness at \( x/D = 1.0 \) than those of SST, whereas further downstream the difference between the models is diminishing indicating that the effect of the curvature correction is marginal in that region. With regards to EARMS, it yields slightly higher adiabatic effectiveness in the vicinity of the holes \( x/D = 1.0 \), and at the same time, more rapid decay of the maximum adiabatic effectiveness further downstream for all the considered injection regimes (it should be noted that the shape of the EARSM profile is also noticeably different from those of SST and SST-CC).

Finally, to compare the obtained results with the experiment, the axial distributions of the adiabatic effectiveness at the mid-span section \( z/D = 0.75 \) is depicted in Figs. 6 and 7. As seen, all the considered models noticeably underestimate the adiabatic effectiveness in the vicinity of the holes, which is likely explained by inaccurate prediction of the lateral heat diffusion typical for the models utilizing a linear relation between the eddy viscosity and turbulent heat flux.
Further downstream, as the jets are penetrating deeper into the mainstream, all the considered models predict similar distributions (however, SST and SST-CC yield slightly higher adiabatic efficiency comparing to those of EARSM), which are in a good agreement with the experimental data for all the considered injection regimes.

Fig. 4 Spanwise distributions of the skin friction coefficient at the suction side at different axial sections ($x/D=1, 3, 5, 7$)

Fig. 5 Spanwise distributions of the adiabatic effectiveness at the suction side at different axial sections ($x/D=1, 3, 5, 7$)

Fig. 6 Axial distribution of the adiabatic effectiveness at the mid-span section ($z/D=0.75$) for one row of holes at the suction side.
Similar to the suction side film cooling, the topology of the flow is illustrated with the use of the adiabatic effectiveness contours and iso-surfaces of the \( \lambda_2 \) criterion for SST at different injection regimes (Fig. 8). As seen, the intensity of the vortex pair is substantially amplifying with the increase of the \( VR \) (recall that the range of \( VR \) at the pressure side is noticeably larger than those at the suction side), which likely results in more intensive interaction between the jets in case of two staggered rows.

With regards to the adiabatic effectiveness the contours for one row are close to those at the suction side (however, at the suction side noticeably less effective cooling between two successive holes is observed). At the same time, for two staggered rows the contours of the adiabatic effectiveness for \( VR=0.5 \) are similar to those at the suction side, whereas for \( VR=1.0 \) and \( VR=1.5 \) the coolant emanating from the upstream row is likely isolated from the vane surface since no pronounced traces of the relatively high adiabatic effectiveness are observed (for the downstream row the traces are similar to those at the suction side).

The peculiarities of the flow prediction with the use of the considered turbulence model are shown in Fig. 9, where the skin friction distributions at different axial sections are illustrated. As seen, unlike the suction side, for which almost fully attached flow has been observed, all the considered models predict a pronounced separation zone in the vicinity of the downstream row of holes in which size is increasing with the increase of \( VR \). It should be noted that the difference between the considered models is noticeably smaller comparing to those at the suction side indicating that the flow is less sensitive to the Reynolds stress anisotropy modeling approach.

To illustrate the peculiarities of the heat transfer due to the interaction between the jets and the vane surface the spanwise distributions of the adiabatic effectiveness at different axial positions are shown in Fig. 10. As seen, the distributions for \( VR=0.5 \) are similar to those at the suction side for all the considered models. Particularly, SST and SST-CC yield almost identical results with a slower recovery of the adiabatic effectiveness downstream of the holes comparing to those of EARSM. In contrast, for \( VR=1.0 \) and \( VR=1.5 \) the spanwise variation of the adiabatic effectiveness in the vicinity of the holes are noticeably smaller comparing to \( VR=0.5 \) (it should be noted that similarly to \( VR=0.5 \) SST and SST-CC provide identical solutions with the slightly smaller maximum of the adiabatic effectiveness than those of EARSM). Moreover, for all the considered models two pronounced peaks of the adiabatic effectiveness are observed in the vicinity of the downstream row at \( x/D=1.0 \), which is likely due to the presence of the recirculation zone in this region. Further downstream the jets are forced to the wall resulting in increase of the adiabatic effectiveness for both one and two rows of holes.

Finally, the mid-span (\( z/D=0.75 \)) distributions of the adiabatic effectiveness are compared to the experimental data in Figs. 11 and 12.
Fig. 9 Spanwise distribution of the skin friction coefficient at the pressure side at different axial sections ($x/D=1, 3, 5, 7$)

Fig. 10 Spanwise distribution of the adiabatic effectiveness at the pressure side at different axial sections ($x/D=1, 3, 5, 7$)

Fig. 11 Axial distribution of the adiabatic effectiveness at the mid-span section ($z/D=0.75$) for one row of holes at the pressure side
As expected, the most noticeable difference between the models is observed for one row in the vicinity of holes, where due to the accounting for the Reynolds stress anisotropy EARSM yields noticeably better (however, not perfect) agreement with the experimental data comparing to SST and SST-CC (again the curvature correction has negligible effect on the adiabatic effectiveness). Similar conclusions could be drawn based on the results for two staggered rows of holes (Fig. 12). Particularly, for all the considered injection regimes EARMS yields better agreement with the experiment than SST and SST-CC (consistently with the previous observation the effect of the curvature correction is marginal); however, the difference between the considered models is less pronounced than for the case of one row of holes.

IV. CONCLUSION

An assessment of several turbulence models has been performed for the C3X vane with and without film cooling. The obtained results show that all the considered models yield a relatively good agreement with the experimental data for the case without film cooling. At the same time, it has been shown that accounting for the streamlines curvature within SST-CC and for the Reynolds stress anisotropy within EARSM has only marginal effect on the distributions along the vane surface.

With regards to the cases with film cooling, for all the considered injection regimes, the models have difficulties in prediction of the heat transfer in the vicinity of the holes, especially for the high velocity ratios, whereas further downstream the results are in a relatively good agreement with the experimental data not only for a single row of holes but also for two staggered rows.

Finally, the streamlines curvature correction of SST-CC has a marginal effect on the solution, whereas accounting for the Reynolds stress anisotropy within EARSM noticeably improves the agreement with the experiment but still is not a complete remedy in the vicinity of the holes, where more elaborated turbulence modeling approaches should be considered (e.g. accounting not only for the Reynolds stress anisotropy but also for the turbulent heat flux anisotropy). It should be noted, however, that from a practical point of view the peculiarities of the heat transfer in the vicinity of holes are not of a high importance once the flow downstream is correctly predicted, and thus, EARSM model could be recommended for the engineering simulations.
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