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Abstract—Clustering is a well known data mining technique used in pattern recognition and information retrieval. The initial dataset to be clustered can either contain categorical or numeric data. Each type of data has its own specific clustering algorithm. In this context, two algorithms are proposed: the k-means for clustering numeric datasets and the k-modes for categorical datasets. The main encountered problem in data mining applications is clustering categorical dataset so relevant in the datasets. One main issue to achieve the clustering process on categorical values is to transform the categorical attributes into numeric measures and directly apply the k-means algorithm instead the k-modes. In this paper, it is proposed to experiment an approach based on the previous issue by transforming the categorical values into numeric ones using the relative frequency of each modality in the attributes. The proposed approach is compared with a previously method based on transforming the categorical datasets into binary values. The scalability and accuracy of the two methods are experimented. The obtained results show that our proposed method outperforms the binary method in all cases.
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I. INTRODUCTION

The considerable increase of information technology devices manufacturing and the advances in scientific data collection methods lead to the creation of growing data repositories. Besides, traditional exploratory methods have shown their inefficiency in dealing with such data quantities to discover new findings. Thus, recent developed knowledge-discovery systems should implement an innovative and appropriate machine learning algorithms to explore these huge structures and to identify initially hidden patterns [1], [2].

In data mining, clustering [3] is the most commonly encountered knowledge-discovery technique applied in information retrieval and pattern recognition. It refers to unsupervised learning aiming to partition a dataset composed of N individuals embedded in d-dimensional space into K distinct clusters without any prior knowledge about the distribution of the resulting clusters. The resulting data points in the same cluster are more similar to each other than to data points in other clusters. Three sub-problems are addressed by this process: (i) the similarity measure (distance) used to compare the data points, (ii) the iterative process of the designed algorithm to discover the clusters in an unsupervised way to guarantee the efficiency and (iii) derive a significant description for each obtained cluster to extract the corresponding properties and knowledge.

k-means is a well known clustering algorithm proposed for numeric datasets (containing numeric values) which makes it not adapted for clustering categorical datasets. This fact is a great restriction and limited the performance of this algorithm since, in many data mining applications, most considered datasets may contain categorical values. To deal with categorical datasets, the k-means was extended to obtain the k-modes algorithm that will be detailed in the next section. However, one other interesting issue is to convert the categorical data into numeric values and directly apply the k-means algorithm which is also interesting to discover.

This paper is organized as follows: in the second section, we present previous approaches towards clustering categorical data with their limits and provides a detailed description of the k-means that will be adopted in this study. In the third section, our proposed approach is detailed. Experimental results and discussion are provided in the fourth section, and the last section is devoted to the conclusion and perspectives.

II. LITERATURE REVIEW IN CLUSTERING CATEGORICAL DATASETS

A. Categorical Clustering Algorithms

Although several proposals were made in the context of clustering categorical datasets, the most popular developed algorithm is the k-module [4] and its variants [5]-[7]. It is an extension of the k-means algorithm where the Euclidean distance is replaced by the simple matching dissimilarity function, more suitable for categorical values, and the means by the modes, to identify the most representative element in a cluster (centroid). Besides, the modes are based on a frequency based method used in each iteration to update the centroids. The k-prototype algorithm [4] permits clustering mixed datasets with categorical and numeric values. Numerous variants were also proposed: the fuzzy k-modes algorithm [8] and the fuzzy k-modes algorithm with fuzzy centroids [9]. However, the main limitation when using the simple dissimilarity matching distance is that it does not provide efficient results since the simple matching often results in clusters with weak intra-similarity [10].

In [11], the authors showed that the similarity between two categorical values can also be referred as their co-occurrence according to a common value or a set of values which represents the second techniques to clustering categorical data considering the co-occurrence of the attributes. The most popular algorithm that falls into this category is the ROCK [12]. It measures the similarity between the categorical
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patterns using the concept of links, i.e. the similarity between any two categorical patterns depends on the number of their common neighbors. Thus, the aim of this algorithm is to merge the patterns into a group that have relatively large number of links.

The notion of relative frequency was used in [13] to define a new dissimilarity coefficient for the k-modes algorithm in which the frequency of the categorical values in current cluster has been considered to calculate the dissimilarity between a data point and a cluster mode since the simple matching distance metric is not a good measure as it results in poor intra-cluster similarity.

Although the k-modes based algorithms have shown their efficiency in clustering large categorical datasets, like the k-modes types algorithms, they still have two major limitations: (1) impossibility to cover the global information effectively, i.e. the provided solutions are only local optimal and a global solution is not easy to find [14], (2) the accuracy of the obtained results is sensitive to the number and shape of the initial centroids. Besides, the modes are more difficult to move in iterative optimization processes because the attribute values of categorical data are not continuous. The mode represents the most frequent element in the considered modality which means that if two modalities have close frequencies, only one will be retained and the other one will be dismissed, which results in information loss.

In this paper, two approaches are discussed and experimented for clustering categorical datasets using k-modes algorithm: in the first method, we use a binary data representation to convert the initial categorical dataset into numeric values. In the second method, the relative frequency representation to convert the initial categorical dataset into numeric values by considering the relative frequencies of the modalities in the attributes is used to execute the transformation.

B. The k-Means Algorithm

The k-modes algorithm is a widely used clustering technique where an initial training set \( S_i = \{x_1^{(i)}, \ldots, x_n^{(i)}\} \) is composed of \( n \) elements \( x_i^{(i)} \in \mathbb{R}^d \) described by \( d \) attributes is divided into \( k \) clusters \( C_1, C_2, \ldots, C_k \). The clustering process is based on measuring the distance between the initially randomly selected centroids \( z^{(0)} \) and the observations. The algorithm is described as follows:

1. Initialize centroids \( z^{(1)}, \ldots, z^{(k)} \);
2. Repeat until there is no further changes in cost function
   a. \( \forall j=1, \ldots, k: \; C_j = \{i: \; x^{(i)} \text{ is closest to } z^{(j)}\} \)
   b. \( \forall j=1, \ldots, k: \; z^{(j)} = \frac{1}{|C_j|} \sum_{x^{(i)} \in C_j} x^{(i)} \) (cluster mean)

The k-means aims to minimize a criterion known as with in cluster sum of squares. This function is defined as follows:

\[
\text{cost} = \sum_{i=1}^{n} \sum_{x^{(i)}} \left\| x^{(i)} - z^{(j)} \right\|^2
\]

The resulting clusters are described by the mean of the samples in the cluster called “centroids” which may not be points from the dataset, although they live in the same space.

The k-means clustering algorithm is well known for its efficiency in clustering large datasets, and few previous proposals aimed to use its original version in clustering categorical data. On the other hand, some attempts were proposed to cluster categorical datasets using hierarchical algorithms but would not present interesting issues due to their quadratic time complexity that hindered their usage.

The main motivation behind this approach is to take the benefits from the k-means algorithm in terms of complexity: it is well known for its low computational cost \( O(KNTd) \) that is linear to the number of clusters \( K \), the number of observations \( N \), the number of iterations \( T \) and the number of attributes \( d \). In [15], the author proposed an approach to using the k-means algorithm to cluster categorical data. The approach is based on converting multiple category attributes into binary values using either 1 or 0 to represent if the category is absent or present and to consider the binary attributes as numeric data. However, once used in data mining applications, this approach needs to handle a huge number of parameters and an increasing number of attributes corresponding to huge number of modalities. This fact will increase both the computational and space costs of the k-means algorithm. Besides, according to the algorithm’s process, the cluster means computed representing the centroids will be contained into 0 and 1, which does not indicate the real characteristics of the clusters.

III. PROPOSED APPROACH FOR CLUSTERING CATEGORICAL DATASETS

In this paper, it is proposed to experiment a method to cluster qualitative data using the original version of the k-means algorithm. The considered dataset is assumed to be stored in a table, where each row (tuple) represents the observations described by the attributes arranged in columns. Encountered objects in many Data Mining applications are many times described by categorical information systems.

Definition 1. Formally, a categorical information system is represented by the quadruple \( \text{CIS} = (U, A, V, f) \), where:

- \( U \) is a non empty set of objects (universe).
- \( A \) is a non empty set of attributes.
- \( V \) is a finite unordered set representing the union of all the attributes domain.
- \( f \) is a mapping information function.

Although the initial version of the k-means is not adapted for categorical data which represents its main limitation, in this paper we propose a new efficient approach to cluster categorical datasets based on k-means. To make it possible, our proposed solution consists of transforming the initial dataset into numeric values by considering the relative frequency of the modalities in each attribute.

Definition 2. The relative frequency is the number of occurrences of the \( k^{th} \) category \( C_{k,j} \) in attribute \( M_i \) divided by the number of observations \( N \) in the dataset \( D \) and is defined as follows:

\[
f_r(M_i) = \frac{C_{k,j}}{N} = \frac{n_{k,j}}{N}
\]
where \( n \) is the number of occurrences of the category \( C_{k,j} \).

This proposed approach will be compared to Rabaloondrany's method [15]. The corresponding clustering algorithm proposed in this context is described as follows:

**Algorithm**: 

1. **Input**: 
   
   - \( \mathcal{D} = \{ \text{ind}_1, \text{ind}_2, \ldots, \text{ind}_N \} \subseteq \mathbb{R}^d \) a set of \( N \) individuals;
   - \( K (\ll N) \in \mathbb{N} \) desired clusters;

   2. **Output**: 
   
   - \( \mathbb{C}^K = \{ C_1, C_2, \ldots, C_K \} \)

**Data Transformation (qualitative → quantitative)**

**STEP 1**: FOR each observation \( \text{obs} \) from \( \mathcal{D} \) DO

- Compute \( f \) of the \( k \)th category \( C_{k,j} \) in \( M_j \)

\[ f_j(M_i) = \frac{n_{C_{k,j}}}{N} \]

**STEP 2**: Randomly select \( K \) initial centroids (objects) from \( \mathcal{D} \) for the clusters;

\[ c_{\text{cen}}^{(1)}(1), c_{\text{cen}}^{(1)}(2), \ldots, c_{\text{cen}}^{(1)}(K) \]

WHILE \( (c_{\text{cen}}^{(i)}(1), \ldots, c_{\text{cen}}^{(i)}(K)) \neq (c_{\text{cen}}^{(i-1)}(1), \ldots, c_{\text{cen}}^{(i-1)}(K)) \) DO

- FOR each cluster \( C_i \in \mathcal{C} \) DO

  - FOR each individual \( \text{ind}_{j} \in \mathcal{X} \in \mathcal{D} \) DO

    - Compute \( \mathcal{D}(\text{ind}_j, c_{\text{cen}}^{(i)}) \)
    Assign each \( \text{ind}_j \) to the nearest \( c_{\text{cen}}^{(i)} \)
    \[ \mathcal{L}^{(i)} = \{ \text{ind}_j : \text{min} \| \mathcal{D}(\text{ind}_j, c_{\text{cen}}^{(i)}) \| \} \]
    Re-compute new cluster centroid using the means; 
    \[ c_{\text{cen}}^{(i+1)} = \frac{1}{|\mathcal{L}^{(i)}|} \sum_{\text{ind}_j \in \mathcal{L}^{(i)}} \text{ind}_j \]

The following example, gives an idea on how to implement the two methods.

**Table I**

<table>
<thead>
<tr>
<th>Obs</th>
<th>Sex (M/F)</th>
<th>Work</th>
<th>Criminal Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs1</td>
<td>M</td>
<td>S</td>
<td>Y</td>
</tr>
<tr>
<td>Obs2</td>
<td>M</td>
<td>E</td>
<td>Y</td>
</tr>
<tr>
<td>Obs3</td>
<td>F</td>
<td>J</td>
<td>N</td>
</tr>
<tr>
<td>Obs4</td>
<td>M</td>
<td>E</td>
<td>Y</td>
</tr>
</tbody>
</table>

* S: Student, E: Employee, J: Jobless, **Y: Yes, N: No

Table I provides an example of a categorical dataset containing four observations described by three categorical attributes. The first attribute (Sex) has two modalities (Male/Female), the second attribute (Work) has three modalities (Student, Employee, Jobless), and the third attribute (Criminal Records) has two modalities (Yes/No). When considering the first transformation method to obtain binary dataset, the obtained result will be as follows.

**Table II.A**

<table>
<thead>
<tr>
<th>Obs</th>
<th>Male</th>
<th>Female</th>
<th>Student</th>
<th>Employee</th>
<th>Jobless</th>
<th>Criminal Record</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>Y</td>
</tr>
<tr>
<td>Obs2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>Y</td>
</tr>
<tr>
<td>Obs3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Obs4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>Y</td>
</tr>
</tbody>
</table>

**Table II.B**

<table>
<thead>
<tr>
<th>Obs</th>
<th>Male</th>
<th>Female</th>
<th>Student</th>
<th>Employee</th>
<th>Jobless</th>
<th>Criminal Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs1</td>
<td>0.75</td>
<td>0.25</td>
<td>0.25</td>
<td>0.5</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>Obs2</td>
<td>0.75</td>
<td>0.5</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>Obs3</td>
<td>0.75</td>
<td>0.5</td>
<td>0.75</td>
<td>0.25</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>Obs4</td>
<td>0.75</td>
<td>0.25</td>
<td>0.25</td>
<td>0.5</td>
<td>0.25</td>
<td>0.75</td>
</tr>
</tbody>
</table>

The relative frequency of each modality in the example is provided in Table II.B.

The obtained result when considering the proposed approach will be as follows in Table II.C.

**Table II.C**

<table>
<thead>
<tr>
<th>Obs</th>
<th>Sex (M/F)</th>
<th>Work</th>
<th>Criminal Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs1</td>
<td>0.75</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>Obs2</td>
<td>0.75</td>
<td>0.5</td>
<td>0.75</td>
</tr>
<tr>
<td>Obs3</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>Obs4</td>
<td>0.75</td>
<td>0.5</td>
<td>0.75</td>
</tr>
</tbody>
</table>

**IV. EXPERIMENTAL ANALYSIS RESULTS**

In this section, the experimental environment and the initial dataset are described. The efficiency is evaluated using the accuracy. Besides, the contribution on scalability is also tested considering different values of the number of clusters \( K \) in a first step and then with 50 runs of four different values of \( K \) with different initial centroids.

The complexity of the \( k \)-means algorithm depends on the number of iterations \( T \), attributes (dimensions) \( d \), observations \( N \) and clusters \( K \). In the experiments, \( N \) and \( K \) are equal for the two methods, however, the experimental results show that \( T \) for the binary method is higher than for the frequency based method. Besides, the resulting datasets to be experimented have different number of dimensions: for the binary transformation, this parameter is higher than for the frequency based method. These facts show that our new proposed technique permits reducing the complexity of the \( k \)-means once executed. Some proposals were made to reduce the dimensionality [16], [17] and can be considered if it is proposed to experiment the issue of reducing the dimensions of the resulting binary transformation.

**A. EXPERIMENTAL ENVIRONMENT AND EVALUATION CRITERION**

The algorithm was coded with JAVA language and experimented on an Intel core i3-2.1 GHz machine with a 4 GB RAM running on Windows 7 operating system. To evaluate the efficiency of the \( k \)-means in clustering categorical datasets using the relative frequency of attributes transformation, the accuracy is considered as an evaluation criterion and as this metric increase, better clusters are obtained. The accuracy is defined as follows:

**Definition 3.** The accuracy \( AC \) of a clustering is an external evaluation criterion that permits comparing the effectiveness of two clusterings as follows:

\[
AC = \frac{\sum_{i=1}^{K} a_i}{|i|}
\]

Where \( K \) is the number of predefined classes, \( a_i \) is the number of
correctly assigned objects. In the experiments, the dataset contains a list of 50 terrorist attacks that occurred in several countries worldwide extracted from the Global Terrorism Database (GTD) [18]. Each dataset is described by eleven qualitative attributes: year, month, day, country, region, city, type, target, target nationality, group, mean. Although the first three attributes are numeric, they were considered as qualitative measures since they have fixed ranges and would provide more significance. Two datasets are then generated: the first one contains binary values (58 Ko) and the other contains numeric values computed using the relative frequency of the modalities (26 Ko).

B. Evaluation on Scalability

In this subsection, the scalability of the k-means applied for the two datasets is evaluated. This process is based on estimating two factors: the required execution time (run time) and the number of iterations necessary for the convergence. Besides, since the final results of the clustering depend on the initial centroids and to avoid the influence of their casual selection, we performed additional experiments to better experiment our proposed approach when fixing the number of clusters: for each experiment, the number of clusters \( K \) is fixed \( (K=3,4,5,6) \) and the initial centroids are modified to run the algorithm 50 times. Therefore, the average of 50 times runs is also provided to better illustrate the contribution on improving the scalability and effectiveness of our proposed technique.

The two previous figures represent the scalability of the k-means clustering algorithm when considering two different initial datasets obtained according to our approach. The scalability is defined by two parameters: the run time and the number of iterations required by the algorithm to converge. According to these two factors, the relative frequency transformation is lower than the run time required by the binary method. This fact highlights the convenience of the proposed approach and the value of our contribution. The difference in the execution time is very significant and makes our proposed approach more adapted for data mining applications when dealing with huge datasets.

In the previous experiments, the scalability of the algorithm and its performance in clustering a transformed categorical dataset into numeric values were experimented according to different values of \( K \). To better experiment it, it is proposed to test the scalability for four values of \( K \) with 50 runs and compute the average, the minimum and maximum values of the run time and number of iterations. The obtained results are summarized in Tables III.A-C.

<table>
<thead>
<tr>
<th>( K )</th>
<th>Binary dataset</th>
<th>Dataset with relative frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Run time (ms)</td>
<td>Iteration</td>
</tr>
<tr>
<td>3</td>
<td>860.6</td>
<td>16.6</td>
</tr>
<tr>
<td>4</td>
<td>1228.12</td>
<td>25.4</td>
</tr>
<tr>
<td>5</td>
<td>1792</td>
<td>28.68</td>
</tr>
<tr>
<td>6</td>
<td>2022.98</td>
<td>37.78</td>
</tr>
</tbody>
</table>
According to the previous results, it is obvious that the proposed approach, consisting on transforming the categorical data into numeric values using the relative frequency of each modality in the attributes, is more scalable than the Ralambondrainy’s technique: the average execution time and number of iterations calculated for 50 runs of the algorithm on the relative frequency dataset is lower when compared with the binary dataset. This fact highlights the importance of our proposed approach and its adaptability for huge datasets.

C. Evaluation on Clustering Efficiency

In this subsection, the clustering efficiency is experimented using the accuracy presented in section IV. Good clustering corresponds to higher values of the accuracy that represents the average of well clustered elements in their corresponding classes. In the first step of the experiments, the accuracy is computed for different values of the number of clusters \( K \) (2→20). The obtained results are shown in the following figure.

![Accuracy computed for various number of K](image)

According to the previous results, it is obvious that the accuracy computed using the proposed approach is superior in major cases to the accuracy computed when considering the Ralambondrainy’s approach [15]. The proposed approach is not only effective in terms of the run time and the number of iteration but also the efficiency is enhanced with the new proposal. The evaluation on clustering efficiency can be considered as more important than the scalability since it permits characterizing and identifying more imminent profiles, which is the aim scope of the clustering process.

As executed with the scalability experiments, it is proposed to consider accuracy computation over 50 runs of the algorithm for the two datasets. The same previous values of \( K(3,4,5,6) \) are considered. In Table IV, the average of the values of the accuracy computed in each case is provided.

<table>
<thead>
<tr>
<th>( K )</th>
<th>Binary dataset</th>
<th>Dataset with relative frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Run time</td>
<td>iteration</td>
</tr>
<tr>
<td>3</td>
<td>1545</td>
<td>29</td>
</tr>
<tr>
<td>4</td>
<td>3261</td>
<td>77</td>
</tr>
<tr>
<td>5</td>
<td>2886</td>
<td>54</td>
</tr>
<tr>
<td>6</td>
<td>4664</td>
<td>79</td>
</tr>
</tbody>
</table>

The provided results confirm again that the proposed approach is more effective in clustering categorical data if we consider the relative frequency of the modalities in the attribute in transforming the categorical data into numeric values. The obtained accuracies are higher for the proposed approach than the results provided for the Ralambondrainy’s technique.

V. Conclusion

Clustering categorical data is a heavy and complex task, and specific clustering algorithm should be designed. In this paper, the relative frequency of each modality in their attributes is used to transform the categorical measures into numeric values. The \( k \)-means algorithm is the applied to the resulting dataset. Experimental results conducted show that our proposed approach permitted enhancing three parameters: (i) the scalability: the run time and number of iterations, (ii) the efficiency experimented using the accuracy and (iii) the complexity due to the reduction of the number of iterations and dimensions of the original dataset. These findings show the considerable contribution resulting from to the use of the relative frequency. This criterion is considered as the most appropriate statistical parameter to convert categorical into...
numeric measures. However, more additional experiments should be conducted to evaluate the effectiveness of our proposed approach: in our future work, we propose to compare the experimented approach in this paper with other more advanced techniques proposed for clustering categorical datasets.
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