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Abstract—MDS matrices are of great significance in the design of block ciphers and hash functions. In the present paper, we investigate the problem of constructing MDS matrices which are both lightweight and low-latency. We propose a new method of constructing lightweight MDS matrices using circulant matrices which can be implemented efficiently in hardware. Furthermore, we provide circulant MDS matrices with as few bit XOR operations as possible for the classical dimensions $4 \times 4$, $8 \times 8$ over the space of linear transformations over finite field $F_2^n$. In contrast to previous constructions of MDS matrices, our constructions have achieved fewer XORs.
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I. INTRODUCTION

LINEAR diffusion layer is widely used in many symmetric key primitives such as block ciphers and hash functions [10], [12]. Branch number is a measure of its performance. A block cipher using a diffusion layer with bigger branch number provides better resistance to differential and linear attack, which are two well-known attacks on block ciphers. On the other hand, the cost of implementing a diffusion layer is also of importance in lightweight cryptography. Consequently, it is a challenge for designers to construct lightweight linear diffusion layers with bigger branch numbers in lightweight cryptography.

A linear diffusion layer is a linear transformation over $(F_2^m)^n$ with positive integers $m$ and $n$, which can be represented by an $n \times n$ matrix and the entries can be regarded as linear transformation over $F_2^n$. A linear diffusion layer with maximum branch number $n+1$ is called a perfect diffusion layer or a Maximal Distance Separable (MDS) matrix.

A common approach to construct MDS matrices is extracting them from MDS codes [15]. Many block ciphers [3], [7], [6], [17], especially AES, use this method to construct the diffusion layers. A disadvantage of using MDS matrices as that in AES is the operation is heavy in hardware implementation [19]. Therefore, these MDS matrices are not well suited for resource constrained environments, such as RFID systems and sensor networks.

Another method to construct lightweight MDS matrices is recursive construction, respectively [8], [9], [16], [19], [2], [11], [4], [1]. This method maybe lead to high latency. Recently, researchers began to construct lightweight MDS matrices over finite fields by choosing elements whose multiplication’s implementation efficiency can be further improved [13], [18], [14]. In particular, a new way of constructing MDS matrices was proposed in [14]. The authors constructed MDS matrices with entries in the set of $m \times m$ non-singular matrices over $F_2$ directly, and assume the linear transformations over $F_2^n$ are not pairwise commutative. The authors used the following notation to represent $4 \times 4$ circulant matrix,

$$\text{Circ}(A, B, C, D) = \begin{pmatrix} A & B & C & D \\ D & A & B & C \\ C & D & A & B \\ B & C & D & A \end{pmatrix},$$

where $A, B, C, D \in GL(m, F_2)$ with $m = 4, 8$. To construct lightweight circulant involutory MDS matrices, they started with a circulant matrix $L = \text{Circ}(I, A, B, C)$ where $I$ is the identity matrix with order $m$. Then they search all pairs $(A, C)$ such that $A^2 = C^2 = I$ and the multiplication order of $A + C$ equals $4k - 2$ for some integer $k$ with $k > 1$, which are properties of involutory matrices. Finally, they test whether $L$ is MDS when $B = (A + C)^{2k}$ is completely determined by $A$ and $C$. Other MDS matrices such as Hadamard involutory MDS matrices are constructed in the similar way.

Our Contributions. In the present paper we propose a new approach to construct lightweight MDS matrices. As mentioned above, the direct construction using MDS codes is heavy in implementation and the recursive construction is high-latency. Therefore, we concentrate on the problem of constructing MDS matrices balancing implementation with latency. Different from the construction strategy in [14], we construct MDS matrix using multiplication of two matrices which are block matrices and the entries are linear transformations over finite field. We show that the circulant MDS matrix can be constructed with our method efficiently. For circulant MDS matrices constructed in this paper, the fewest sum of XOR operations of one row’s entries is 1. We show that for circulant MDS matrix $\text{Circ}(A + I, A, I, A + I)$, we have found 48 different $4 \times 4$ matrices $A$ with 1 XOR operation in the first row, and 80640 different $8 \times 8$ matrices $A$ with 1 XOR operation in the first row. Compare with previous direct constructions of MDS matrices, our constructions have achieved fewer XORs.

Outline of This Paper. The organization of the paper is as follows. In Section II, we provide some preliminaries. In Section III, we investigate the construction of MDS matrices using circulant matrices. Finally, we give our conclusion in Section IV.
II. PRELIMINARIES

In this section, we introduce some concepts and results we need later.

We call a map $M$ from $\mathbb{F}_2^n$ to $\mathbb{F}_2^m$ linear if $M(x + y) = M(x) + M(y)$ holds for any $x, y \in \mathbb{F}_2^n$. Given a vector space $\mathbb{F}_2^n$ over $\mathbb{F}_2$, we can represent a linear map over $\mathbb{F}_2^n$ by an $n \times m$ matrix over $\mathbb{F}_2$, which is also denoted by $M$. Notice that $M(x) = M \cdot x$, where $x = (x_1, x_2, \ldots, x_n) \in \mathbb{F}_2^n$ is regarded as a column vector in the subsequent discussions. We denote the set of all $m \times m$ matrices with entries in $\mathbb{S}$ by $\text{Mat}(m \times m, \mathbb{S})$.

For $M \in \text{Mat}(m \times m, \mathbb{F}_2)$, here we give a simplified representation of $M$ by extracting the nonzero positions in each row of $M$. For instance, $[1, [2, 3], [4], [1, 2, 3]]$ is the simplified representation of the matrix as follows,

$$
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 1 & 0 & 1
\end{pmatrix}
$$

Every linear diffusion can be represented by a matrix as follows,

$$
L = \begin{pmatrix}
L_{1,1} & L_{1,2} & \cdots & L_{1,n} \\
L_{2,1} & L_{2,2} & \cdots & L_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
L_{n,1} & L_{n,2} & \cdots & L_{n,n}
\end{pmatrix},
$$

where $L_{i,j}$ is an $m \times m$ matrix over $\mathbb{F}_2$ for $1 \leq i, j \leq n$. For $X = (x_1, x_2, \ldots, x_n) \in (\mathbb{F}_2^n)^n$,

$$
L(X) = \sum_{i=1}^{n} L_{i,1}(x_i) \cdots \sum_{i=1}^{n} L_{n,i}(x_i),
$$

where $L_{i,j}(x_j) = L_{i,j} \cdot x_j$ for $1 \leq i, j \leq n$.

To improve the efficiency of implementation, we often use circulant matrices in the construction of MDS matrices.

For $X = (x_1, x_2, \ldots, x_n) \in (\mathbb{F}_2^n)^n$, the bundle weight of $X$ is defined as the number of nonzero entries of $X$, which is marked as $w_0(X)$. The branch number of $L$ is defined as

$$
\min\{w_0(X) + w_0(L(X)) | X \in (\mathbb{F}_2^n)^n, X \neq 0 \}.
$$

The branch number of $L$ is upper bounded by $n + 1$, and a matrix with maximal branch number is called a MDS matrix.

There are several ways to prove that a matrix is MDS [5]. In the present paper we restate one of the most commonly used statements that can be used to identify MDS matrix in [15].

**Proposition 1:** Given an $n \times n$ matrix $M$ over $\mathbb{F}_2^n$, it is an MDS matrix if and only if every square sub-matrix (formed from any $i$ rows and any $i$ columns, for any $i = 1, 2, \cdots, n$) of $M$ is nonsingular.

According to Proposition 1, the computation would be complicated when $n$ is large. Based on this result, we concentrate on $4 \times 4$ matrices, which are widely used in cryptography. To be more exactly, our major target is constructing MDS matrix with good hardware implementation.

III. CONSTRUCTION OF LIGHTWEIGHT CIRCULANT MDS MATRICES

In this section, we investigate the problem of constructing lightweight circulant MDS matrices.

First of all, for a $4 \times 4$ circulant matrix, we note that

$$
\text{Circ}(A, B, C, D) = \begin{pmatrix}
A & B & C & D \\
D & A & B & C \\
C & D & A & B \\
B & C & D & A
\end{pmatrix},
$$

where $A, B, C,$ and $D \in \text{Mat}(m \times m, \mathbb{F}_2)$.

Remember that our target is constructing MDS matrices which are not only lightweight but also low-latency. Therefore, we specially choose to construct MDS matrices by multiplying two matrices to reduce latency. Meanwhile, we tend to use linear transformations with low XOR operations for the efficiency of implementation.

For convenience of expression, we use $O$ denote null matrix over $\text{Mat}(m \times m, \mathbb{F}_2)$, $I$ denote identity matrix over $\text{Mat}(m \times m, \mathbb{F}_2)$. Then we have the following result.

**Proposition 2:** Let $L = \text{Circ}(A, B, C, D)$ be a circulant matrix, where $A, B, C, D \in \text{Mat}(m \times m, \mathbb{F}_2)$. If there is one null matrix and one identity matrix or at least two null matrix among $A, B, C, D$, then $L^2$ is not an MDS matrix.

Proof: Let $L = \text{Circ}(A, B, C, D)$ be a circulant matrix. The square of a circulant matrix is still a circulant matrix. Thus, $L^2$ is a circulant matrix.

Next we prove that $L^2$ is not an MDS matrix when there is one null matrix and one identity matrix among $A, B, C, D$. There are 12 cases needed to be considered. Without loss of generality, we suppose

$$
A = O, B = I.
$$

Assume $L = \text{Circ}(O, I, C, D)$. Then

$$
L^2 = \text{Circ}(C^2, CD + DC, C^2 + I, O)
$$

is a matrix formed with one null matrix. According to Proposition 1, $L^2$ is not an MDS matrix. The other 11 cases with different orders of entries can be proved in the similar way.

Secondly, we prove that if there are two null matrices among $A, B, C, D$, then $L^2$ is not an MDS matrix. There are 6 cases. Without loss of generality, we suppose

$$
A = O, B = O.
$$

We assume that $L = \text{Circ}(O, O, C, D)$. Then

$$
L^2 = \text{Circ}(C^2, CD + DC, D^2, O)
$$

is a matrix formed with one null matrix. According to Proposition 1, $L^2$ is not an MDS matrix. The other 5 cases with different orders of entries can be proved in the similar way.

Thirdly, we prove that if there are three null matrices among $A, B, C, D$, then $L^2$ is not an MDS matrix. There are 4 cases needed to be considered. Without loss of generality, we suppose

$$
A = O, B = O, C = O.
$$
We assume that \( L = \text{CIRC}(O, O, O, D) \). Then
\[
L^2 = \text{CIRC}(O, O, D^2, O)
\]
is a matrix formed with three null matrices. According to Proposition 1, \( L^2 \) is not an MDS matrix. The other 3 cases with different orders of entries can be proved in the similar way.

If \( A, B, C, D \) are all null matrices, then \( L^2 = (O, O, O, O) \) is definitely not an MDS matrix.

Based on the above limitation on the square of circulant matrices, we turn to construct MDS matrix with multiplication of two different circulant matrices \( M \) and \( N \), which both are block matrices.

**Remark 1** We assume that the entries of \( M \) (\( N \)) are among \( O, I, A, B \), where \( A \) and \( B \) represent unknown matrices over \( \text{Mat}(m \times m, \mathbb{F}_2) \). \( M \) (\( N \)) with same entries and different orders of entries are regarded as one type. For example, circulant block matrices, which are formed with \( A, B, O, I \), all can be represented by \( \text{CIRC}(O, I, A, B) \).

Furthermore we investigate the property of the multiplication of \( M \) and \( N \). We calculate all factors \( f(A, B) \) of determinants of all square sub-matrices of \( MN \), denote the set of all factors \( f(A, B) \) as \( C1 \).

**Theorem 1:** \( MN \) is an MDS matrix if and only if every matrix in the condition set \( C1 \) is nonsingular.

**Proof:** According to Proposition 1, \( MN \) is an MDS matrix if and only if every square sub-matrix of \( MN \) is nonsingular, if and only if the determinant of every square sub-matrix of \( MN \) is nonzero, if and only if all factors of the determinant of every square sub-matrix of \( MN \) is nonsingular, if and only if every matrix in the condition set \( C1 \) is nonsingular.

In the present paper, we discuss \( M, N \) with at least one null matrix in regard of hardware implementation. Our constructing method is as follows.

1) Construct two different \( 4 \times 4 \) circulant matrices \( M \) and \( N \), such that \( MN \) is an MDS matrix. \( M \) and \( N \) are block matrices with entries over \( \text{Mat}(m \times m, \mathbb{F}_2) \).

2) According to Theorem 1, search \( A, B \) over \( \text{Mat}(m \times m, \mathbb{F}_2) \), where \( m = 4, 8 \). Notice that if no \( A \) or \( B \) satisfy the condition that \( MN \) is MDS, in this case, we will change the choice of \( M \) or \( N \).

According to the above procedures, we can calculate matrix \( A \) and \( B \) which make \( MN \) MDS. In particular, we search \( A \) and \( B \) with 1 XOR operation to achieve good efficiency of constructing MDS matrix.

In order to be specific, we give a construction of MDS matrix \( MN \) in the following.

First of all, the types of \( M \) and \( N \) which make \( MN \) MDS are listed in Table I. Amount represent the number of MDS matrices produced by each type of \( M \) and \( N \).

To construct MDS matrix with XOR operations as few as possible, we choose a special type of \( M \) and \( N \) which may have fewest XORs. The type of \( M \) is \( \text{CIRC}(O, O, I, A) \). The type of \( N \) is \( \text{CIRC}(O, I, I, I) \). According to Table I, there are 32 pairs of \( M \) and \( N \) satisfying the condition that \( MN \) is MDS matrix. These 32 pairs of \( M, N \) and corresponding MDS matrices are listed in Table II.

Furthermore, we implement \( M \) and \( N \) respectively. We emphasize that we first implement \( N \) and then implement \( M \) instead of implementing \( MN \) directly. For example,

\[
M = \text{CIRC}(O, I, I, I), \quad N = \text{CIRC}(O, I, A, O).
\]

Then we have MDS matrix

\[
MN = \text{CIRC}(A + I, A, I, A + I).
\]

In order to determine \( A \), we calculate the condition set \( C1 \) as follows.

\[
C1 = \{ A, A + I, A^2 + A + I, A^3 + A + I, A^3 + A^2 + I \}.
\]

When \( m = 4 \), we search \( A \) over \( \text{Mat}(4 \times 4, \mathbb{F}_2) \). There exist \( A \) such that \( \text{CIRC}(A + I, A, I, A + I) \) is MDS. The fewest sum of XORs of one rows’ entries of an MDS \( \text{CIRC}(A + I, A, I, A + I) \) constructed as above is 1. There are 48 to 4 with this property.

When \( m = 8 \), we search \( A \) over \( \text{Mat}(8 \times 8, \mathbb{F}_2) \). There exist \( A \) such that \( \text{CIRC}(A + 1, A, I, A + 1) \) is MDS. The fewest sum of XORs of one rows’ entries of an MDS \( \text{CIRC}(A + I, A, I, A + I) \) constructed as above is 1. There are 80640 with this property.

As follows, we give examples of \( A \) such that \( \text{CIRC}(A + I, A, I, A + I) \) are circulant MDS matrices when \( m = 4, 8 \).

**Example 1:** When \( m = 4 \),

\[
A = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 1 & 0 & 0
\end{pmatrix}
\]
We give comparisons of our constructions with previous constructions of circulant MDS matrices.

**Example 2:** When \( m = 8 \),

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

We give comparisons of our constructions with previous constructions in Tables III and IV.

### Table II

<table>
<thead>
<tr>
<th>( M )</th>
<th>( N )</th>
<th>( MN )</th>
</tr>
</thead>
</table>

### Table III

<table>
<thead>
<tr>
<th>elements</th>
<th>the first row</th>
<th>XOR count</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( GL(4, \mathbb{F}_2) )</td>
<td>[A+I, A, I, A+I]</td>
<td>3 + 3 \times 4 = 15</td>
<td>[14]</td>
</tr>
<tr>
<td>( GL(8, \mathbb{F}_2) )</td>
<td>[I, I, A, B]</td>
<td>3 + 3 \times 8 = 27</td>
<td>Example 2</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>elements</th>
<th>the first row</th>
<th>XOR count</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( GL(8, \mathbb{F}_2) )</td>
<td>[A+I, A, I, A+I]</td>
<td>1 + 3 \times 8 = 25</td>
<td>Example 2</td>
</tr>
</tbody>
</table>

**IV. Conclusion**

In the present paper, we show that the circulant MDS matrices can be constructed with our method efficiently. To reduce the latency of constructing, we construct MDS matrix with multiplication of two matrices. We search MDS matrices with XOR operations as few as possible to make sure efficient implementation on hardware. Compare to previous constructions of circulant MDS matrices, our constructions have achieved fewer XORs. The problem of constructing lightweight MDS matrices of large order with the method in this paper need further study.

**Appendix**

In Tables V and VI, we respectively give all the \( 4 \times 4 \) and partial \( 8 \times 8 \) matrices \( A \) with one XOR operation, which make \( MN = \text{Circ}(A + I, A, I, A + I) \) MDS matrices.

<table>
<thead>
<tr>
<th>( 4 \times 4 )</th>
<th>( A = )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (2, 4, 1, [3, 4]) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (3, [1, 2], 4, 2) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (1, 4, 2, 3) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (4, 3, 1, [1, 3], 2) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (4, 1, 2, [2, 3]) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (4, 3, 1, [2, 3]) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (4, 3, 1, [3, 4], 2) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (4, 3, 1, [3, 4], 2) )</td>
<td>( A = )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( 8 \times 8 )</th>
<th>( A = )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (2, 4, 1, [3, 4], 2) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (3, [1, 2], 4, 2) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (1, 4, 2, 3) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (4, 3, 1, [1, 3], 2) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (4, 3, 1, [2, 3]) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (4, 3, 1, [3, 4], 2) )</td>
<td>( A = )</td>
</tr>
<tr>
<td>( (4, 3, 1, [3, 4], 2) )</td>
<td>( A = )</td>
</tr>
</tbody>
</table>
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