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Abstract—Instance selection (IS) technique is used to reduce the data size to improve the performance of data mining methods. Recently, to process very large data set, several proposed methods divide the training set into some disjoint subsets and apply IS algorithms independently to each subset. In this paper, we analyze the limitation of these methods and give our viewpoint about how to divide and conquer in IS procedure. Then, based on fast condensed nearest neighbor (FCNN) rule, we propose a large data sets instance selection method with MapReduce framework. Besides ensuring the prediction accuracy and reduction rate, it has two desirable properties: First, it reduces the work load in the aggregation node; Second and most important, it produces the same result with the sequential version, which other parallel methods cannot achieve. We evaluate the performance of FCNN-MR on one small data set and two large data sets. The experimental results show that it is effective and practical.
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I. INTRODUCTION

The process of knowledge discovery and data mining has six steps: problem specification, problem understanding, data preprocessing, data mining, evaluation and result exploitation [1]. Data mining is the essential process and a large number of well-known techniques (such as classification, regression, clustering and so on) have been proposed in many applications. However, the quality of data, which serves as the input for data mining, has a great impact on the mining performance. Low-quality data will lead to low-quality mining results [2]. In the real world, raw data sets may contain a lot of redundant, erroneous, missing and noisy values and not perfectly suitable for data mining task. Data preprocessing techniques are applied before mining and will improve the quality of data and mining results. In this paper, we focus on data reduction (DR), one of the data preprocessing techniques, aiming to reduce the size of training sets for k nearest neighbor (kNN) decision rule [3].

The kNN technique is a simple classification method and is widely used in the field of data mining. It has high storage requirement and is computationally expensive due to the comparison of every instance in the training set to find the closest neighbors. In order to reduce the runtime and storage requirements, several methods have been proposed [4]–[7] to reduce the size of the stored data for the kNN, such as instance selection, feature selection and feature extraction. Among these techniques, instance selection techniques aim to choose a subset from the total available data by removing instances that are noisy and/or redundant. A successful algorithm can significantly reduce the size of training set without a significant reduction of generalization accuracy [8].

Instance selection is usually divided into three approaches: selection, abstraction and hybrid. Selection algorithms maintain a subset of the original instances and abstraction algorithms modify the instances using a new representation. Hybrid algorithms are based on the combination of selection and abstraction methods. In comparing instance selection algorithms, reduction rate and classification accuracy are two main evaluation criteria. However, with the exponential growth of data in many application domains such as industry, medicine and financial businesses, processing very large scale data sets for instance selection is becoming a major limitation and a fast execution speed of reduction is definitely needed. The traditional sequential methods lack enough scalability to cope with data sets with millions of instances even though they have already been performed over the previous smaller data set.

Recent improvements in this field cover the stratification of data and redesign the algorithms and their inclusions in parallel environments [9]–[13]. Among these methods, [10], [11] implement the algorithms with MapReduce [14] framework which was proposed by Google and has been widely used to process big data problems on computing clusters.

In this paper, we analyze the limitation of these methods and propose a large data sets instance selection method by redesigning fast condensed nearest neighbor (FCNN) rule [15], [16] in a MapReduce way, namely FCNN-MR. Unlike other proposed parallel methods that apply IS on disjoint subsets independently and finally merge partial results together, we parallel the prediction process and select informative instances in the aggregation node. It reduces the work load in the final single aggregation node and can produce the same result with the sequential version.

The rest of this paper is organized as follows: Section II discusses the related work and preliminaries. In Section III, we analyze the limitation of previously proposed methods and give our viewpoint about how to divide and conquer for instance selection. Section IV illustrates the design and implementation of FCNN-MR. The performance evaluation results of FCNN-MR are given in Section V. We discuss the limitation and future work in Section VI. Finally, the paper is concluded in Section VII.
II. RELATED WORK AND PRELIMINARIES

In this section, we briefly review some of the most relevant methods (Section II. A) and describe two preliminary works, FCNN (Section II. B) and MapReduce (Section II. C). In this paper, we use $T$ as original instances in the training set and $S$ represents the subset of $T$. That is to say, instance selection is searching for a subset $S$ of instances to keep from training set $T$.

A. Instance Selection

The condensed nearest neighbor (CNN) rule [17] is the first and probably the simplest instance selection strategy. It begins with an empty subset $S$, and adds each instance from training set $T$ to $S$ if the instance is misclassified using only the instances in $S$. However, noisy instance will usually be misclassified by their neighbors, and thus will be retained in $S$. Generalized condensed nearest neighbor (GCNN) rule [18] is a recent extension of CNN. GCNN assigns an instance to $S$ if it satisfies an absorption criterion according to a threshold. It can reduce the size of $S$ compared to CNN. Reduced nearest neighbor (RNN) rule [19] starts with $S = T$ and removes each instance from $S$ if the removal does not cause other instances in $T$ to be misclassified by the remaining instances in $S$. It is able to remove noisy instances, but is more expensive in terms of learning time compared to CNN. Edited nearest neighbor (ENN) rule [20] proposed by Wilson also starts with $S = T$, and then removes any instance that would be misclassified by its k nearest neighbors (with $k = 3$, typically). This algorithm removes noisy and close border instances. Repeated ENN (RENN) rule applies the ENN algorithm repeatedly until all instances in $S$ have a majority of their k nearest neighbors with the same class. Five decremental reduction optimization procedure algorithms (DROP1 - DROP5) [4] were proposed by Wilson and Martinez. Among them, DROP3 is the most successful method. In DROP3, each instance has k nearest neighbors called associates. The algorithm removes it if at least as many of its associates in $T$ would be classified correctly without it (where $S = T$ originally). Furthermore, DROP3 uses ENN to remove noisy instances.

Recently, some new instance selection methods were proposed by different researchers. Based on outlier pattern analysis and prediction, Lin et al. [21] proposed an approach to detect the representation instances from large data sets. IRAHC [8] maintains a hyperrectangle and removes interior instances and keeps border and near border ones. [22] utilizes the fuzzy-rough instance selection method based on weak gamma evaluator to remove redundant and erroneous instances. [23] proposed a fast instance selection method for large data sets by clustering. This algorithm selects border instances and some non-border instances. Evolutionary algorithm [24] is one type of instance selection. In this method, some initial sets of instances are represented by chromosome strings. According to a fitness function, the individuals are evaluated and the best chromosomes are selected after a specific number of iterations.

Nowadays, in order to deal with huge data sets that additionally involve millions of instances, some distributed algorithms [9]-[13] were proposed. [9], [12], [13] divide the original training set into small subsets where the instance selection algorithms are applied and then merge them into one subset. [10], [11] proposed MapReduce-based frameworks for nearest neighbor classifier to deal with the classification problems of large data sets. They partition the large data sets into some small subsets and selects informative instances in Map phase with traditional instance selection algorithms. In Reduce phase, they collect the selected instances from different nodes to rejoin a subset. We will analyze the limitations of these parallel methods in Section III.

B. Fast Condensed Nearest Neighbor

Fast condensed nearest neighbor (FCNN) rule [15], [16] proposed by F. Angiulli is one of the state-of-the-art instance selection algorithms and exhibits excellent performance in either maintaining classification accuracy, reduction rate, or execution speed. FCNN retains border instances and order independent. It has sub-quadratic time complexity and requires few iterations to converge.

Algorithm 1 Fast Condensed Nearest Neighbor Rule

Input:
- Original training set $T$

Output:
The reduced set $S$
1: $S = \emptyset$
2: $\Delta S = \emptyset$
3: Add centroids of each class to $\Delta S$
4: repeat
5: $S = S \cup \Delta S$
6: $\Delta S = \emptyset$
7: for each instance $I \in S$ do
8: Add the nearest enemy inside it’s Voronoi region to $\Delta S$
9: end for
10: until $\Delta S = \emptyset$

FCNN searches for informative instances in an incremental manner. That is to say, it begins with an empty subset $S$, and adds each instance in $T$ to $S$ if it fulfills the criterion. Algorithm 1 shows the complete procedure of FCNN. First of all, the subset $S$ is initialized by the centroids of each class in $T$. The centroid of each class is the instance which is closest to the geometrical center of the class region. Then, during each iteration, for each instance $I$ in $S$, its nearest enemy inside its Voronoi region (consists of all instances closer to it than to any other.) is added to a temporary set $\Delta S$. The process is performed repeatedly until $\Delta S$ is empty (no enemy is found), i.e., all instances in $T$ are correctly classified using $S$. Further more, FCNN algorithm can be extended to the case in which the kNN rule are taken into account. In this case, it leverages k nearest neighbors in $S$ to predict the instance class in $T$.

C. MapReduce

MapReduce [14] was proposed by Google in 2004 and has become a popular distributed and parallel computing model for large-scale data-intensive computations since then. In MapReduce, the input data for a job are split into some
data chunks called *inputsplit* and stored in a distributed file system [25]. A MapReduce operation essentially includes two phases: Map and Reduce. Each one has (key, value) pairs as input and output. In Map phase, each *inputsplit* is assigned to one map worker which invokes map functions to compute and generate a set of (key, value) intermediate pairs. In Reduce phase, a user-defined reduce function is applied to all intermediate values associated with the same intermediate key and produces a list of output values.

Hadoop is one of the most popular implementations of MapReduce and is released under the umbrella of the Apache Software Foundation. It is an open source framework and written in Java. In this work, we implement the proposed algorithm on Hadoop platform.

### III. How to Divide and Conquer

Selecting informative instances from large-scale data sets is a challenging task. Divide and conquer algorithm can break down a problem into two or more sub-problems that are simple enough to be solved. Then, the solutions to the sub-problems are combined to give a final solution to the original problem. Inspired by the divide and conquer methodology, [9]–[13] divide the original training set \( T \) into many disjoint subsets \( T_i \), and then apply traditional instance selection algorithm over each subset independently to get a partial reduced set \( S_i \). Finally, they merge all partial reduced sets \( S_i \) into a final set \( S \) (as described in Fig. 1).
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However, the traditional instance selection algorithms have to know the whole data set and select the nearest neighbor of an instance. These distributed previous methods lacking the information of the whole problem and may lead to the introduction of noisy and redundant instances. Like [15], [16], we generated a data set composed by 9,000 instances with 2 attributes. Instances were randomly distributed into the unit square and partitioned in two classes by a circle of diameter 0.5. We divided the data set into \( n \) splits, applied FCNN algorithm on them independently, and merged the results together. As we can see in Fig. 2, with the number of split increasing, more noisy and redundant instances are remained.

To mitigate this problem, [9] repeats the divide and aggregation procedure in a recursive manner; [11] introduced a voting mechanism to select informative instances from partial result sets \( S_i \); [10] leverages a filter to remove noisy and redundant instances in rejoining phase. However, these remedies can relieve the problem to some extent, they do not actually implement the traditional instance selection algorithm in a parallel way. More fatally, the size of rejoined set is increasing with the split number. The final process of aggregation and selecting requires to perform in a single compute node. In [10], they perform IS methods again to reduce the merged subset, the compute node may become a bottleneck in the distributed system.

Instead of applying the instance selection algorithm independently, FCNN-MR uses the whole training set and parallels the procedure of searching nearest neighbors. In FCNN-MR, the reduced result is the same with sequential version of FCNN. Meanwhile, it reduce the work load in aggregation node and has a good performance of scalability. In the next section, we will introduce the implementation of our approach.

### IV. FCNN-MR

This section describes the proposed MapReduce approach for instance selection, FCNN-MR. FCNN-MR algorithm is based on FCNN to select representative instances from training set. During each iteration of FCNN, the nearest enemy inside the Voronoi region of each instance in class is found and added to \( S \). We redesign FCNN and parallelize this algorithm following a MapReduce procedure. The working way of FCNN-MR is illustrated in Fig. 3.

First, FCNN-MR initializes the subset \( S \) by the centroids of each class. Second, the splitting procedure of MapReduce divides the training set \( T \) into \( n \) disjoint subsets \( T_i \) of instances. Then, FCNN-MR allocates \( T_i \) and \( S \) to every compute nodes, and each \( T_i \) subset is processed independently producing several intermediate (label, instance) pairs by the corresponding Map task. During the Shuffle phase, the system combines the instances with the same label to minimize network overloading and routes them to the reduce node. Finally, the reduce phase collects all intermediate inputs and uses only one Reduce task to form the final output for one iteration. This above procedure is repeated until the criterion is fulfilled (see Algorithm 2).

The mapper and reducer function are described in Algorithm 3 and Algorithm 4 respectively. For each input instance from \( T_i \), the mapper function finds whose Voronoi region it locates in and emit a (key, value) pair if it is the enemy of the region. The key of the pair is the label of the Voronoi region. Briefly speaking, the mapper function predicts the class of the instance from \( T_i \) using the nearest neighbors in
Algorithm 2 FCNN-MR

Input:
Original training set $T$

Output:
The reduced set $S$

1: $S = \emptyset$
2: $\Delta S = \emptyset$
3: Add centroids of each class to $\Delta S$
4: repeat
5: $S = S \cup \Delta S$
6: $\Delta S = \emptyset$
7: for each instance $I \in S$ do
8: Invoke a mapper function (Algorithm 3) to process
9: end for
10: Merge all intermediate results and invoke a reducer function (Algorithm 4) to generate $\Delta S$
11: until $\Delta S = \emptyset$

Algorithm 3 The mapper function for FCNN-MR

Input:
($k$, instance) pairs, subset $S$

Output:
null or (label, instance) pair

1: Get the class $C$ of instance $I$ from (label, instance)
2: Predict the class $C^*$ of $I$ by the nearest neighbor in $S$
3: if $C \neq C^*$ then
4: emit (label, instance) pair
5: end if

Algorithm 4 The reducer function for FCNN-MR

Input:
(label, [instance]) pairs, subset $S$

Output:
A temporary set $\Delta S$

1: $\Delta S = \emptyset$
2: for each (label, [instance]) pair do
3: Add the nearest enemy to $\Delta S$
4: end for

S and emit a (key, value) pair if the prediction is wrong. The reducer function computes the nearest one to the instance in $S$ with the same label from each (label, [instance]) and adds them into a temporary set $\Delta S$. The time complexity of this procedure is $O(m)$ ($m$ is the number of instances routed to the Reduce node). If $\Delta S$ is empty, the algorithm is finished and FCNN-MR will return the final output $S$. Otherwise, it will update $S$ by absorbing $\Delta S$ to prepare the next iteration.

It is noteworthy that the update of subset $S$ does not mean modifying the file in the distributed file system. It just creates a new file to store the new merged set $S$ which will be loaded and allocated among the cluster before the next iteration.

V. EXPERIMENTS

In this section, we present results obtained by the experiments. Section V. A describes the experiment environment and the data sets chosen. Section V. B shows the accuracy and reduction rate for FCNN-MR. Section V. C presents and discusses the impact of split.
A. Experimental Setup

The experiments for this paper were carried out on nine nodes in a cluster: eight compute nodes and a master. It should be noted that we used three physical machines as hosts and each of them contains three virtual machines. The master processes, NameNode and JobTracker, are hosted in the master node and a number of TaskTrackers and DataNodes are hosted in the compute nodes. The configuration of nodes in the cluster is given in Table I.

We selected a small data set (Page-blocks) and two large data sets (Poker and Mnist) to evaluate the performance of our approach. Page-blocks and Poker are from the UCI Machine Learning Repository and Mnist is from Mnist database. Table II summarizes the main characteristics of these data sets. In Table II, #instances, #dimension, and #classes denote the number of instances, the number of attributes and the number of classes in the data sets respectively.

Page-blocks comes from 54 distinct documents and classifies all the blocks of the page layout of a document. All attributes are numeric. In Poker-hand dataset, each record is an example of a hand consisting of five playing cards from a standard deck of 52 and is composed of 10 attributes (ranging from 0 to 255).

B. Accuracy and Reduction Rate Results

To test the reduced sets selected by FCNN-MR, we used kNN classifier and the Euclidean distance. The reduction rate is the ratio of the number of removed instances to the number of instances in the original data set $T$. Based on the results shown in Fig. 4, we can see that FCNN-MR can keep the accuracy with the number of mapper. Further more, we list the numeric results in Table III, including the accuracy, reduction rate and iteration. We stress that we do not devote to optimize the classification accuracy and the reduction rate for a specific problem, but the parallel method can produce the same outputs with the sequential version.

C. Work Load in Aggregation Node

As we clarified in Section III, divide the training set into disjoint chunks and perform instance selection algorithm independently can lead to the introduction of noisy and redundant since the lack of the whole information. To alleviate these problems, MRPR [10] proposes three aggregation alternatives (join, filtering, and fusion) in the Reduce phase. Join simply concatenates all partial results $S_i$ into a final set $S$. Filtering and fusion remove noisy or redundant instances respectively and have better performance with respect to accuracy and reduction rate. Actually, filtering and fusion apply some other instance selection algorithms again on the merged subset. As described in MRPR, the accuracy and reduction rate decrease according as the number of available instances in the used training set is reduced. Besides these, the impact on performance of the Reduce node cannot be neglected since only one single node can be used. It may become a bottleneck in the system. Fig. 5 shows the number of instances stored in the Reduce node during the execution of MRPR with the data sets above described. We can see that the size of storage increases with the mapper number.

Table IV summarizes the result details and lists the storage requirement in FCNN-MR. Note that FCNN is an incremental algorithm and the size of subset $S$ stored in the Reduce node increases with each iteration. Table IV lists the the size of $S$ in the last iteration in which $S$ is the largest. We can see that FCNN-MR requires lesser storage space which means less load in the Reduce node.

VI. Discussion

FCNN also has some variants (FCNN2 - FCNN4) that can be redesigned following the proposed distributed model. During each iteration, FCNN2 adds the centroids of the enemies in each Voronoi region; FCNN3 only adds one closest enemy which belongs to the Voronoi region with most enemies; FCNN4 only adds one centroid which belongs to the Voronoi region with most enemies. They can use the same way as what FCNN-MR do (Algorithm 3) to predict each instance class in the Map phase and select different informative instances in the Reduce phase. The time complexity for these selecting procedures are $O(m)$ ($m$ is the number of (key, value) pair routed to the Reduce node).

Note that the distributed model is applicable to any instance selection method which only need to maintain a small part of the training set, like RMHC [26] and MCNN [27]. We plan to implement these methods based on the proposed model and evaluate the performance of them in the future work.
There are also some limitations. First, for decremental methods which start with \( S = T \), it is impossible to allocate the whole very large data set into every compute node. However, they are applicable to other parallel models [9]–[13]. Second, each iteration in FCNN-MR will start a new task in the MapReduce system, it may spend more time to prepare and allocate jobs.

**VII. CONCLUSIONS**

Instance selection is an important preprocess task, specially for instance-based learning methods, since it can reduce the runtime in the classification stage. In this paper, the purpose is not to optimize the classification accuracy and the reduction rate with an instance selection method. We focus on the learning speed which is usually neglected but definitely needed when facing the very large scale data set. We propose a novel parallel instance selection method, namely FCNN-MR. Unlike other distributed methods [9]–[13] which simply apply instance selection methods on disjoint subset independently and merge the partial results together, FCNN-MR redesigns the prediction procedure of each instance in the Map phase and selects informative instances in the Reduce phase. Compared with other proposed parallel methods, FCNN-MR can reduce the work load in the aggregation node in the cluster and has a good performance of scalability. The key property of this parallel method is the same outputs with the sequential version.
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