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Abstract—Rating prediction is an important problem for recommender systems. The task is to predict the rating for an item that a user would give. Most of the existing algorithms for the task ignore the effect of negative ratings rated by users on items, but the negative ratings have a significant impact on users’ purchasing decisions in practice. In this paper, we present a rating prediction algorithm based on factorization machines that consider the effect of negative ratings inspired by Loss Aversion theory. The aim of this paper is to develop a concave and a convex negative disgust function to evaluate the negative ratings respectively. Experiments are conducted on MovieLens dataset. The experimental results demonstrate the effectiveness of the proposed methods by comparing with other four state-of-the-art approaches. The negative ratings showed much importance in the accuracy of ratings predictions.
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I. INTRODUCTION

In parallel with the web, recommender systems (RS) have developed rapidly and have drawn a high degree of attention [1] for solving information redundancy problems. Rating prediction is to predict the rating a user would assign to an item that the user has not rated, which is a widely studied problem in the domain of rating-based RS.

One of the most widely used frameworks for the rating prediction problem is the collaborative filtering (CF) approach [12], which is also a commonly used recommendation technique for RS [2]. Since CF algorithms use the known preferences of a group of users to make recommendations or predictions of the unknown preferences for other users [3], the sparsity problems are generated as a major problem limiting the usefulness of CF which refers to a situation where transactional and feedback data is sparse and insufficient to identify similarities in consumer interests [4]. Factorization machines (FM) attract a lot of attention both in research and in industrial areas for its high-prediction accuracy with the notion of matrix factorization involved [5], which has been shown to be a useful decomposition for multivariate data to alleviate the sparsity problem in CF [6]. Another advantage of FM is that it combines the high prediction accuracy of factorization models with the flexibility of feature engineering [5].

The features in data are important to the recommendation predictions and will greatly influence the results. Meanwhile, the quality and quantity of the features have great influence on whether the model is good or not [11]. Researchers are committed to exploring latent features to model the behaviours of users and items to improve the prediction performance. For example, a novel preference model distinguishing different rating patterns as user preference is developed [7]. Ratings are considered to have different recommended weights in different circumstances such as based on timeline [8]. The domain knowledge of trust and distrust are used for better rating prediction performance [9], [10].

Many features have already been studied and introduced in RS for better performance in many aspects. To our best knowledge, the effect of negative ratings is rarely considered into rating prediction until now. Here, negative ratings are those ratings with low points. For instance, if a user rates an item as 1 point, or 2 points, we consider that the user gives this item negative feedback. In practice, in an online shopping scenario, people pay more attention to those negative reviews than positive ones. Since from the aspect of behavioural psychology, most people have instinct to avoid loss, an item with more negative ratings could have tendency to get more negative feedback. Thus, we argue that negative ratings are more important than those positive ratings in rating prediction. Equally weighting negative and positive ratings can be biased. In this paper, we would create negative effect features based on the ratio of negative ratings and introduce these features into FM models to improve the performance of rating prediction.

The main contributions of our paper are drawn as following:

- We model the negative ratings as item preference features with concave and convex functions inspired by Loss Aversion theory. And then introduce negative effect features into an FM model to improve the performance of rating prediction.
- Via many experiments, we find that the negative effects do have more influence on rating prediction, providing a new perspective for investigating negative effects as features in recommendation.

The rest of this paper is organized as follows. Section II models the negative ratings and Section III describes the FM model and expounds how the features are introduced to the FM model. Section IV presents the data sets, experiment design and analysis of the experimental results. Section V draws the conclusions and discusses the limitation and future work.

II. MEASURING NEGATIVE EFFECT

In RS, the ratings which users give to items play an important role in item recommendation. The rating usually is a five-point
integer scale to express the degree of favourability to each item (normally, 1, 2, 3, 4 and 5 represent “hate”, “do not like”, “neutral”, “like”, and “love”, respectively). While 5-points means that the user presents a very positive attitude and 1-point means a negative attitude, here we regard 1- or 2-point ratings as negative ratings. In rating prediction, most researchers consider the ratings of items equally, while in the real-world different kinds of rating scores can have a distinguishing effect on the impression of items. The drawbacks of using absolute ratings have been identified [12]. In practice, many people will pay more attention on those negative ratings and reviews when buying some items. Based on the theory of Loss Aversion in behavioural psychology [13], people are inclined to avoid loss and the effect of the loss is greater that the loss itself. For instance, when you try to purchase an item, and find there are 50% negative ratings, then you will consider the 50% negative reviews more important than the other 50% positives and the 50% negative ratings itself. Negative ratings play a big role in e-commerce; they can affect people’s buying decision and their assessment of an item. Sometimes, the losses and disadvantages have a greater impact on preference than gains and advantages. In this paper, we assume that negative ratings of an item contribute more than the positive ones, and weigh negative effect more on the rating prediction algorithms. In this section, we propose two functions to measure the effect of negative ratings.

The absolute number of negative ratings has some bias for measuring the perception of negative degree. For example, there are two items both having five negative ratings, but they have 1000 ratings and 10 ratings respectively in total. Of course the second item has more negative assessment. Hence, we use the ratio of negative ratings to measure the negative degree instead. Let $np$ represent the ratio of negative ratings. For example, $np_1$ denotes the ratio of 1 point ratings while $np_2$ denotes the ratio of point 2. As we assumed, $np$ has made a significant impact on a user’s impression on an item. If the overall $np$ of the item is pretty low, people may think it worth buying. As $np$ increases, so too does the probability that people feel an item is worth buying. Aside from the negative rating ratio, we propose two more simple functions inspired by the value function of Loss Aversion Theory to measure the perceived negative effect that people often value negative things more with the increase in negative rating ratio.

### A Concave Growth Negative Disgust Effect Measurement

We define a concept of Concave Growth Negative Disgust in which case people value the growth of a negative rating ratio at the beginning the most. That is, with the increase in $np$, the sensitivity of users’ purchase disgust for an item is less. Thus, a concave function is built to measure the perceived negative effect where the disgust of negative ratings grows a little faster than the linear function but a little lower than the convex one. The concave and convex functions measure the extent that affect people’s perceived negative effect.

Given the $np$ of an item $i$, the negative effect of $np$ is weighted as:

$$\text{concave}_{np}(i)=np(i)^{1/2}+np(i)$$  \hspace{1cm} (1)

### B. A Convex Growth Negative Disgust Effect Measurement

The definition of Convex Growth Negative Disgust is explained where people pay more attention to the larger negative rating ratio compared with Concave Growth Negative Disgust. As $np$ rises to the top, the degree of users’ purchase disgust for an item also reaches a peak. The Convex Growth Negative Disgust effect function is defined as:

$$\text{convex}_{np}(i)=np(i)^2+np(i)$$  \hspace{1cm} (2)

Equations (1) and (2) ensure the weighted negative effect is greater than $np$ itself to fit the Loss Aversion theory.

### C. Negative Controversiality Level

Inspired by the idea of Controversial User proposed [14], we put forward the concept of Negative Controversial Item. A Negative Controversial Item means that in some extent, the item has more negative ratings that are worth us to pay more attention, especially on the negative aspect. We classify items into 10 different levels based on the ratio of negative ratings. Then, we will test how the negative effects work in rating prediction on items with different negative controversial levels. We define the Negative Controversiality Level ($ncl$) of an item is related to the percentage of the negative ratings which disagree with the positive ones in rating an item by all users. The Negative Controversiality Level is set as:

$$ncl(i)=\text{floor}(np(i) \times 10)$$  \hspace{1cm} (3)

When $np$ has the value ranging from 0 to 1, the $ncl$ could be transformed from 1 to 10 utilizing (3).

### III. A FM MODEL WITH NEGATIVE EFFECT

FMIs a generic approach that allows mimicking most factorization models by feature engineering [5]. Since the negative effect is an important feature in rating prediction, we integrate the negative effect features into an FM algorithm to improve the accuracy of rating prediction.

#### A. Factorization Machines

FM has a very good ability to process the data of them user-item rating matrix, the user features, and item features. With its power of processing data, dealing with the sparsity problem and fast speed, FM is well performed in rating prediction problem. FM is able to perform a regression model whose task is to estimate a function $y: \mathbb{R}^n \rightarrow \mathbb{T}$ from a real valued vector $x \in \mathbb{R}^n$ to a target domain T. In supervised settings, it is assumed that there is a training dataset $D=\{(x^{(1)},y^{(1)}),(x^{(2)},y^{(2)}),\ldots\}$ of examples for the target function $y$ given. What is more, FM could model all single and pairwise interactions between the input variables by using factorized interaction parameters. The FM model can be defined as follows:

$$\hat{y}(x):=\omega_0+\sum_{i=1}^{n} \omega_i x_i + \sum_{i=1}^{n} \sum_{j=i+1}^{n} \langle V_i,V_j \rangle x_i x_j$$  \hspace{1cm} (4)
where the model parameters that have to be estimated are:

$$\omega_0 \in \mathbb{R}, w \in \mathbb{R}^r, V \in \mathbb{R}^{r \times k}$$ (5)

and $<\cdot, \cdot>$ is the dot product of two vectors of size $k$:

$$<V_i, V_j> := \sum_{f=1}^{k} v_{i,f} v_{j,f}$$ (6)

A row $V_i$ within $V$ describes the $i$-th variable with $k$ factors. $k \in \mathbb{N}_0$ is a hyperparameter that defines the dimensionality of the factorization. $\omega_0$ is the global bias. $\omega_i$ models the strength of the $i$-th variable. Here, the interaction between the $i$-th and $j$-th variable is modelled with a factorized parameter $\omega_{ij} := <V_i, V_j>$ which is referred to the matrix factorization. Moreover, it is the reason that allows FM to estimate reliable parameters even in highly sparse data where standard models fail.

**B. A FM Model with Negative Effect**

Table I presents an example data and we use it to illustrate how the FM model deals with data. There are two users and three items in the example data. Each user has a categorical feature age ["1-9", "10-29"] and favourite colour ["red", "blue", "green"]. Each item has a numerical feature price. The rating records list as in Table I.

**TABLE I**

<table>
<thead>
<tr>
<th>User</th>
<th>Item</th>
<th>Age</th>
<th>Colour</th>
<th>Price</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>user1</td>
<td>item2</td>
<td>9</td>
<td>red&amp;blue</td>
<td>100</td>
<td>3</td>
</tr>
<tr>
<td>user1</td>
<td>item3</td>
<td>9</td>
<td>red&amp;blue</td>
<td>200</td>
<td>4</td>
</tr>
<tr>
<td>user2</td>
<td>item1</td>
<td>25</td>
<td>green</td>
<td>1000</td>
<td>5</td>
</tr>
<tr>
<td>user2</td>
<td>item3</td>
<td>25</td>
<td>green</td>
<td>200</td>
<td>1</td>
</tr>
</tbody>
</table>

Then features for an FM model could be transformed as follows:

**TABLE II**

<table>
<thead>
<tr>
<th>Feature vector $x$</th>
<th>Target $y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^{(1)}$</td>
<td>0 1 0 0 1 0 0 1 0 1 0 1 100 3 $y^{(1)}$</td>
</tr>
<tr>
<td>$x^{(2)}$</td>
<td>1 0 0 0 1 0 1 1 0 1 200 4 $y^{(2)}$</td>
</tr>
<tr>
<td>$x^{(3)}$</td>
<td>0 1 1 0 0 1 1 0 1 0 1 100 5 $y^{(3)}$</td>
</tr>
<tr>
<td>$x^{(4)}$</td>
<td>0 1 0 0 1 1 0 1 0 1 200 1 $y^{(4)}$</td>
</tr>
</tbody>
</table>

As shown in Table II, every row represents a feature vector $x^{(i)}$ with its corresponding target $y^{(i)}$. We use $n$ columns to indicate $n$ users, and $m$ columns to indicate $m$ items. For example, $x^{(1)}$ means that user 1 rates item 2 with 3 points, while user 1 is aged 1-9 years, and his favourite colours are red and blue; the price of item 2 is 100.

We introduce negative effect as item features and add these features into the FM model. Here, we measure negative rating effects as item features in four different sets: N, CN, CN+P and 2CN+3P. And each time we introduce one feature set into the FM model to test its effectiveness.

- **N**: By considering both the 1-point and 2-point ratings as negative effect, we add the $np_1(i)$ and $np_2(i)$ together as N. And the N will be introduced as a numerical feature of the item. This is the simple linear negative effect measurement.
  - **CN**: Input N as the ratio of negative rating, and then we compute the Concave Negative Disgust and the Convex Negative Disgust negative effect features based on (3) and (4). CN consists of two numerical features.
  - **CN+P**: Besides the negative effect feature sets CN, we add an additional positive effect feature P. We compute the positive rating ratio P in the same way for the computation of N. P is the ratio of positive ratings (i.e. point 3, 4, and 5). CN+P consists of two numerical features in two different ways based on the process of negative effect: the concave growth disgust negative effect and P, and the convex growth disgust negative effect and P. Note, the values of these two features are normalized by making their summation into 1.
  - **2CN+3P**: We measure negative effect with five features. The negative effect feature sets include $np_1$, $np_2$, $pp_1$, $pp_2$, and $pp_3$. Where $pp_1$, $pp_2$, and $pp_3$ are the ratio of positive ratings with 3-points, 4-points and 5-points, respectively. Note: there are two different ways to process $np_1$, $np_2$ with concave and convex growth disgust functions. Note that the values of these five features are normalized by making their summation into 1.

**IV. EXPERIMENTAL DESIGN AND ANALYSIS**

In this section, we conduct several experiments to validate the effect of negative ratings based on an FM model. Next, four state-of-the-art algorithms are used to compare with the proposed method.

**A. Data Description**

We use MovieLens 1M dataset to test the performance of our proposed method. The dataset contains four features: users, items (movies here), personal ratings that a user gives to the item and timestamps. It includes 1,000,209 ratings evaluated by 6,040 users on 3,706 items of the online movie recommender service MovieLens. The statistics of the dataset are summarized below:

**TABLE III**

<table>
<thead>
<tr>
<th>Statistics of the Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numbers of Ratings</td>
</tr>
<tr>
<td>Users</td>
</tr>
<tr>
<td>Items</td>
</tr>
<tr>
<td>Sparsity</td>
</tr>
<tr>
<td>Minimum Number of Ratings by any User</td>
</tr>
<tr>
<td>Maximum Number of Ratings by any User</td>
</tr>
<tr>
<td>Average Number of Ratings by any User</td>
</tr>
<tr>
<td>Minimum Number of Ratings for any Item</td>
</tr>
<tr>
<td>Maximum Number of Ratings for any Item</td>
</tr>
<tr>
<td>Average Number of Ratings for any Item</td>
</tr>
</tbody>
</table>

In addition, all items are divided into 10 groups by item’s Negative Controversiality Level (ncl). The results are shown in Table IV. The groups are used to test the effectiveness of
negative features in different negative rating scenarios.

TABLE IV

<table>
<thead>
<tr>
<th>ncl</th>
<th>Number of Items</th>
<th>Number of Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,010</td>
<td>448,621</td>
</tr>
<tr>
<td>2</td>
<td>896</td>
<td>275,025</td>
</tr>
<tr>
<td>3</td>
<td>563</td>
<td>127,238</td>
</tr>
<tr>
<td>4</td>
<td>381</td>
<td>64,869</td>
</tr>
<tr>
<td>5</td>
<td>294</td>
<td>37,353</td>
</tr>
<tr>
<td>6</td>
<td>226</td>
<td>23,558</td>
</tr>
<tr>
<td>7</td>
<td>132</td>
<td>13,787</td>
</tr>
<tr>
<td>8</td>
<td>86</td>
<td>7,308</td>
</tr>
<tr>
<td>9</td>
<td>35</td>
<td>2,128</td>
</tr>
<tr>
<td>10</td>
<td>83</td>
<td>322</td>
</tr>
</tbody>
</table>

B. Evaluation Metrics

We choose the widely used Root Mean Square Error (RMSE) [15] as the evaluation metric in our experiments. The RMSE is defined as:

$$RMSE = \sqrt{\frac{\sum(r_{ij} - \hat{r}_{ij})^2}{N}}$$

where the $r_{ij}$ denotes the rating of item $i_j$ rated by user $u_i$, $\hat{r}_{ij}$ elaborates the corresponding predicted rating, and $N$ represents the number of ratings.

C. Four Baseline Algorithms

To illustrate the effectiveness of our proposed method, we choose the following four state-of-the-art recommendation baseline algorithms for comparisons.

- **MF** (Matrix Factorization): Factorizing the observed rating values using a factor matrix for users and one for items [6].
- **Biased MF** (Biased Matrix Factorization): Matrix factorization with explicit user and item bias [16].
- **SVD++**: A recommender algorithm which successfully addresses different aspects of the data by exploiting both explicit and implicit feedback from users as user preference [17].
- **ItemKNN**: Weighted item-based neighbourhood algorithm [18].

The MF and Biased MF methods are relevant to FMs as latent models. The SVD++ algorithm considers the user preference, while our negative ratings model reveals the preference information of items. In addition, the ItemKNN approach is based on item feature and our algorithm is focusing on the items. Thus, we choose these four state-of-art algorithms for comparisons with the proposed method.

D. Experimental Design and Analysis

Our experiments are designed to answer the following questions:

1. Does our FM model with negative effects outperform the traditional FM model?
2. Does the Loss Aversion Theory work in rating prediction?
3. Does our proposed method outperform the four state-of-the-art recommendation baseline algorithms we chose?
4. How do the negative ratings affect the rating prediction accuracies with different negative rating ratio?

We compare the performance of FM model with and without negative effects. Ten-fold cross validation is performed in our experiments [19], where 90% of the rating data is randomly selected as the training set, while the remaining 10% is as the test set. We conduct the experiments at iterations of 1,000 in which case all errors of the predictions can achieve the convergence, and finally, the average error after the 10-fold cross validation will be used to estimate prediction accuracy.
cold-start troubles to test its robustness.

To complete the iteration, 2,000 steps of RMSE updated are plotted in Fig. 2.

As Fig. 2 illustrates, each RMSE of our approaches is lower than FM itself. What is more, the gap between the proposed model and the FM in the cold-start dataset is bigger than in the randomly selected dataset, which proves the robustness of our methods. Even in the case of an unfavourable situation, the proposed methods can also maintain good performance with the effective information of negative ratings.

Additionally, we observe an interesting phenomenon: CN+P and 2CN+3P all perform better than CN, whether in Figs. 2 (a) or (b) with cold users. This observation is reasonable since in the absence of information, the appropriate and correct information supplement will play a good role. Another obvious phenomenon is the Concave Negative Disgust behaves better than the Convex Negative Disgust with new users probably because new users are more cautious about the goods, in which case even slightly negative comments will be cause for concern.

2. The Loss Aversion Effect of Negative Ratings

Moreover, in order to check the Loss Aversion effect of the negative ratings, an experiment was designed comparing the features including CNs (i.e. CN, CN+P and 2CN+3P) with N. Having confirmed the effectiveness of the features, including CNs based on CN, we just abandon the extra information here to give an essential comparison between CN and N.

Obviously, both of the CN in Concave Negative Disgust and Convex Negative Disgust contribute a lower RMSE than the unweighted N from Fig. 3, which interprets the Loss Aversion effect of negative ratings.

3. Does the Proposed Method Outperform the Four State-of-the-art Recommendation Baseline Algorithms Selected for Comparison?

In order to show the effectiveness of the proposed recommendation approaches, a comparison was conducted with the baseline methods mentioned above. In the following experiments, we set the dimension of the feature vector in latent feature models to the 16 and the number of neighbours of the ItemKNN algorithm to 80. The iteration step is set to 1,000 and the negative feature set CN is used as the representative method.

As shown in Fig. 4, the CN in Concave Negative Disgust and Convex Negative Disgust features outperform the MF and Biased MF algorithms in prediction accuracies. It demonstrates the advantage of in the proposed approaches in matrix factorization based algorithms.

In Fig. 5 (a), the x-axis is the simulation iterations. We find that after a few steps of iterations, the SVD++ model begins to overfit, while our Concave CN and Convex CN do not suffer the overfitting problem. The RMSE of SVD++ is higher than ours. SVD++ is time consuming, and FMs can be calculated in linear time. Meanwhile, we can see from Fig. 5 (b) that our proposed models have done a better performance in comparison with the ItemKNN algorithm in RMSE. The
Experimental results show that the negative effect features play an important role in item preference and rating prediction.
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(a) Comparison with SVD++
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(b) Comparison with ItemKNN

Fig. 5 Compared with SVD++ and ItemKNN algorithms
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(a) Concave negative disgust
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(b) Convex negative disgust

Fig. 6 CN in different ncl datasets compared with original average CN

4. How Do the Negative Ratings Affect the Rating Prediction Accuracies with Different Negative Rating Ratio?

In this experiment, we divide the MovieLens dataset into ten datasets according to the Negative Controversiality Level (ncl) of items (i.e. 1 to 10) and implement our algorithms on the created 10 datasets, respectively. Moreover, each dataset consists of the training set that is randomly extracted with the 90% of the rating data and the remaining 10% as the test set. We compare the prediction accuracy of 10 groups with the average CN value on randomly selected 10-fold cross validation on all data. The iteration steps for the experiment are set to 1,000.

From Fig. 6, we can see that the items with extremely low and high negative ratios perform better than that of all datasets, but the other eight groups do not. The interesting observation is the RMSE of CN in Convex Negative Disgust is a bit lower than in Concave Negative Disgust, while ncl is equal to 10, because the negative ratings are weighted more by Convex function on this dataset. It gives us some hints that the distribution of negative ratings matters in rating prediction, and thus, requires further investigation.

V. Conclusions

In this paper, we propose negative rating features for rating prediction by using an FM model. We build the negative effect measurement by the ratio of negative ratings based on Loss Aversion Theory. Our experiments show the improvement of rating prediction accuracy by introducing the negative effect features. In a comparison with other four state-of-art recommendation algorithms, the proposed method was shown to outperform them. Considering negative rating into rating prediction is reasonable and possible both in theory and practices. The experimental results also demonstrate that the proposed method works well on cold-start problems. These research findings can offer some hints in feature engineering on the negative effects on recommendation.

We build negative effect measurements only with two simple functions in this paper. The negative effect feature engineering deserves further studies. Moreover, we find that our approach works very well on those items having extremely low or high negative ratings, for other proportion negative rating groups, further study is need. Here, we only consider the negative rating from the aspect of items, from the user aspect, different users have different preferences towards the ratings, and taking the user’s preference of negative rating into consideration, could have the chance to improve the prediction performance. Future works will also include testing the proposed method on more datasets.
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