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Abstract—Nowadays websites provide a vast number of resources for users. Recommender systems have been developed as an essential element of these websites to provide a personalized environment for users. They help users to retrieve interested resources from large sets of available resources. Due to the dynamic feature of user preference, constructing an appropriate model to estimate the user preference is the major task of recommender systems. Profile matching and latent factors are two main approaches to identify user preference. In this paper, we employed the latent factor and profile matching to cluster the user profile and identify user preference, respectively. The method uses the Distance Dependent Chinese Restaurant Process as a Bayesian nonparametric framework to extract the latent factors from the user profile. These latent factors are mapped to user interests and a weighted distribution is used to identify user preferences. We evaluate the proposed method using a real-world data-set that contains news tweets of a news agency (BBC). The experimental results and comparisons show the superior recommendation accuracy of the proposed approach related to existing methods, and its ability to effectively evolve over time.
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I. INTRODUCTION

In the current WWW, where the quantity of resources are huge (information overloading), a recommender system is a very useful tool to support people in making decisions. Recommender systems have emerged as an essential part of the online websites to tackle information overloading problem. These systems collect user(s) transactions as the user(s) profile and process them to provide a personalized environment. The personalization assists users in retrieving preferred items. Recommender systems are employed in different domains such as online marketing, online news, and social networks. Amazon (amazon.com) and Google News (news.google.com) are two examples of the well-known websites that use recommender systems to suggest products and news articles in a personalized environment [1], [2].

One of the most important challenges in recommender systems is their ability to identify the user’s preferences and used them to generate personalized recommendations. There are several methods that process the past transactions of users to understand their interests [3], [4]. These methods differ in their input data and the applied recommendation algorithm. The input data, commonly known as the user profile, includes user related information (demographic), item specification (e.g. item content), context (e.g. time and location) and explicit/implicit feedback (rating) [5]. The user profile is application dependent and may consist of any subset of the above mentioned information.

Collaborative filtering, content-based filtering, knowledge-based filtering and hybrid methods are among the basic approaches of recommender systems [3]-[8]. In collaborative filtering, the user profile consists of demographic and feedback information and recommending new items is based on user-user, user-item, or item-item similarities [9]. This method provides a framework for finding groups of similar users to employ their feedbacks about the selected items for recommendation. It ignores the items representation. In content-based filtering, the user profile consists of the content of selected items (items’ features). The user-item profile matching is further adopted as the recommendation algorithm [10]. In knowledge-based filtering, a knowledge-base is constructed from the users' requirements and items' constraints, which enables recommendation by inference procedures [11]. If multiple input data such as feedback, item features, and context parameters are available, the hybrid approach, which combines several recommendation algorithms, can be used to improve the performance of the recommender system [12].

In this research, we focus on the content approach and attempt to construct a proper user model. The existing approaches of user modeling can be categorized into three non-disjoint groups including profile matching, long-short-term interests and latent factors.

Profile matching: This approach constructs personalized profiles to model the users. There are different methods to construct the content and structure of user profiles [13]. Some researchers incorporate the content of items to construct user profile [14], [15]. The authors in [14] incorporated the user profile into a context-tree model and provided a framework to
estimate next items. In addition to content of items, some other exclusive characteristics such as named entities and similar access patterns may also be used to construct a richer user profile [16]. Also, the click behavior or tracking logs are employed to construct the user profile and a Bayesian framework is used for recommendation [2], [17].

Long-short-term interests: In this approach, which is introduced by Pazzani et al. [18], [19], the long-term interests are used to specify the general preferences of user and the short-term interests are used to determine the hot events. A classifier such as naive Bayes is applied on the long-term interests to identify candidate items and KNN is used to select appropriate items for recommendation. In some studies hierarchical clustering is employed to derive long-term interests [20]-[22]. The authors in [21] construct a user-item affinity graph from the short-term and then the Absorbing Random Walk is employed to provide a recommendation list. In another study [23], the long-short-term interests are incorporated in a graph-based recommender system and a Random Walk method is used for recommendation.

Latent factor: Some approaches believe that the user interests are influenced by a set of latent factors that are specific to the domain. For example, in a movie recommendation, the comedy versus drama, or amount of action in the movie, may affect the interest of users in different movies. The Matrix Factorization (MF) and Hidden Markov Model (HMM) are two famous methods to infer latent factors. MF infers the latent factors from a rating matrix [24] and predicts the rate of unknown items. Koren introduced a temporal matrix factorization that incorporates the access date of each items [25]. MF is also extended by incorporating content [26], [27] and context [28] information. The HMM is used to capture latent factors based on probabilistic framework and to employ them to predict new items [29].

Modeling the dynamic feature of user interests and finding the influential interests are two main challenges of above approaches. Profile matching and long-short-term interests try to find items which are most similar to recently selected items. These approaches instead of identifying user preference, uses similarity measure to provide a recommendation list. Latent factor approaches infer the user interests for finding desirable items, but they do not consider the influence of each interest to find preferred interests. In addition, these approaches are unable to capture the dynamics in interests.

In this paper we develop a content-based recommender system using the distance dependent Chinese Restaurant Process (dd-CRP) [30] as the underlying framework. The dd-CRP is a Bayesian non-parametric model which can be used for incremental and dynamic clustering. Using the content of selected items to construct the user profile, we adopt dd-CRP for clustering the user profile and extracting user interests. Each interest corresponds to a specific cluster. This approach results in dynamic model with no need of determining the number of interested categories (clusters) in advance. Moreover, we infer a weighted distribution over user interests to measure user preferences, i.e. the influence of each interest category for the user. The proposed method leverages these preferences to provide a more accurate recommendation list.

The rest of the paper is organized as follows: Section II provides a brief representation of distance dependent chinese restaurant process and weighted distribution and their applications. Section III describes the proposed method. We give an overview of our dataset, the experimental results and comparisons in Section IV. In Section V, we present our conclusions and future work.

II. DISTANCE DEPENDENT-CRP AND WEIGHTED DISTRIBUTION

We use dd-CRP as a Bayesian nonparametric framework to identify clusters in user profile. This framework uses the latent factor approach to identify clusters. Also, it provides an incremental clustering approach based on observations (selected resources) with no need of determining number of clusters in advance. In the first subsection, we describe dd-CRP. Having the clusters corresponding to user interests at hand, a weighted distribution is constructed to calculate the influence of each interest.

A. Distance Dependent-CRP

The Chinese Restaurant Process (CRP) is a Bayesian non-parametric model that encodes the dependencies between the observations [31]. CRP is an alternative formulation of the Dirichlet process mixture model, providing a clustering method that determines the number of clusters from the observations. In other words, the observations that have the same latent similarity factor will be placed in the same cluster. It uses a Dirichlet process with the base distribution of $G_0$ and dispersion parameter, $\alpha$ to create the tables (cluster) distribution. CRP maps the incremental clustering task to the process of assigning customers entering sequentially to a number of infinite tables in a Chinese Restaurant. The table (cluster) distributions have the exchangeability property [32]. The assignment strategy is implemented using posterior distribution over table assignments as follows:

- The first customer is placed on the first table;
- The $k^{th}$ table is assigned to the $i^{th}$ customer ($\tau_i = k$) with the probability defined in (1).

$$p(\tau_i = k \mid \tau_{1\ldots i-1}, \alpha) = \begin{cases} \frac{F(i, k)}{\alpha} & \text{if } i \leq K \\ \frac{m_k}{i - 1 + \alpha} & \text{if } i = K + 1 \end{cases}$$ (1)

Here, $K$ is the total number of current tables. Function $F(.)$ in (1) shows the probability of a customer sitting at the $k^{th}$ table that is proportional to $m_k$ (the number of other customers already sitting at the $k^{th}$ table) and is defined in (2).

$$F(i, k) = \frac{m_k}{i - 1 + \alpha}$$ (2)

A larger value of the dispersion parameter results in a higher probability of picking a new table, and incrementing the number of clusters. The distance dependent Chinese Restaurant Process is an extension of CRP that allows for a non-exchangeable distribution on partitions [30]; rather than representing a partition by the customers assigned to a table,
dd-CRP defines the probability distribution on groups of similar customers connected to each other. In other words, in traditional CRP, customers are assigned to tables, which in dd-CRP customers are assigned a direct relationship to another specific customer. The distance (similarity) factor can be spatial, temporal, or any other relevant characteristic that may be used to measure the similarity of two items.

The dd-CRP connects the $i^{th}$ customer to the $j^{th}$ customer using the assignment distribution probability as follows:

$$p(\tau_i = j | Sim, \alpha) = \begin{cases} Sim(i,j) & \text{if } i \neq j \\ \frac{\alpha}{\sum_{j=1}^{T_w} \alpha_j} & \text{if } i = j \end{cases}$$ (3)

Here, the $Sim(i,j)$ shows the similarity between the $i^{th}$ and $j^{th}$ customers. Equation (3) chooses the $j^{th}$ customer as the target table for $i^{th}$ customer, if the $j^{th}$ customer is the most similar customer to the $i^{th}$ customer. Therefore, tables of dd-CRP set up clusters of connected customers. The main goal in dd-CRP is to compute the posterior distribution of new customer assignments given a set of previous customer assignments.

The posterior inference for dd-CRP is derived using Gibbs sampling iteratively, using (4):

$$p(\tau_i^{new}|\tau_{-i},A,\Psi) \propto p(\tau_i^{new}|Sim,\Psi) \cdot p(A|\tau_{-i} \cup \tau_i^{new},\Psi)$$ (4)

where $\Psi$ is the set of model parameters such as $\alpha$.

The first term in right hand side of (4) shows the table assignment of new item which is calculated using (3). The second term of (4) calculates the likelihood given the destination of new item. There are two cases to consider. The first case is that the new item creates a new table. Therefore, there is no change for likelihood term. Second, new item might connect to the existing tables that cause change in the likelihood. Thus, the posterior inference is done as follows:

$$p(\tau_i^{new}|\tau_{-i},A,\Psi) \propto \begin{cases} \alpha \cdot Sim(i) & \text{if } \tau_i^{new} = i \\
Sim(\cdot) \cdot L(\cdot) & \text{if } \tau_i^{new} \neq i \end{cases}$$ (5)

dd-CRP involves some additional conditions for merging and partitioning tables, and similarity calculation; interested readers are referred to [30] for more details.

**B. Weighted Distribution**

Weighted distribution methods arise in the context of data gathering, modeling, inference, and computing, to assist in providing a unified approach in dealing with encountered data [33]. When the sampling units in observational studies do not have equal probability, the weighted distributions provide a unifying approach in model specification and data interpretation [34]. Weighted distributions take into account the method of ascertainment, by adjusting the probabilities of the actual occurrence of events, to arrive at a specification of the probabilities of those events as observed and recorded [35].

Let $X$ be a non-negative random variable with the probability density function $f(x \in X; \theta)$, where $\theta$ is the parameter vector. Also, $w(x)$ indicates the relative probability that $x$ will be observed and recorded under parameter $\beta$. For weighted version of $X$ with weight function $w$, the weighted distribution is denoted as follows:

$$f^*(x; \theta, \beta) = \frac{w(x; \beta) f(x; \theta)}{\bar{w}}$$ (6)

where $\bar{w}$ is the normalizing factor to achieve a valid probability value.

**III. THE PROPOSED RECOMMENDER SYSTEM**

In the proposed method, the user profile is a vector of user activities which represents the selected resources by the user along with time of selection. We denote the profile of user $u$ by vector $A^u = \{a_1^u; r_1, d_1\}, a_2^u; (r_2, d_2),\ldots\}$, where $a_i^u$ indicates user $u$ selects resource $r$ at date $d$. The individual user profile is employed to construct a Bayesian nonparametric framework for estimating user preference. To this end, the user interest is defined as a latent factor that indicates a group of activities with a related resource. Each user has an infinite number of interests which may increase or decrease along with user transactions. We apply dd-CRP for grouping user activities into separate clusters where each cluster (table) is referred to as an interest. For employing dd-CRP, we consider user interests as tables, and user activities as customers. Having determined a user’s interests, we define user preferences as the main factors which guide future selection of resources by the user. User preferences are inferred by calculating the influence of each interest using a weighted distribution. Users prefer to select resources from interests which have more influence.

The architecture of proposed recommender system is brought in Fig. 1 and consists of two steps as follows:

- **User modeling**: using dd-CRP to construct user model based on his/her activity vector. The model exposes the actual interests of the user.
- **Inferring user preference**: constructing a weighted distribution to infer user preferences. The preferences are used for future recommendations.

In the next subsections, we describe the above two steps.

![Fig. 1 The proposed model for recommender system](image-url)
A. Using dd-CRP to Construct User Model

To demonstrate the process of constructing a user model, we consider a news application (based on twitter data) as our case study. In this application, the user profile consists of a vector of selected news articles with selection times. Therefore, a selected news article at a specific date/time is considered as customer of dd-CRP. The similarity between news articles is used as the similarity measure in (3). LSI [36], [37] and LDA [38] implemented in NLTK tools [39] are used to construct the similarity matrix.

By applying dd-CRP on the user profile, a set of connected activities are produced. Each group of connected activities represents a user interest their probability distribution are extracted. Theses probability distribution indicate the proportion of each interest that affects user selections. In other words, each interest returns some of the similar news articles that are assigned to the same table. We denote the result of dd-crp (for each user) as the vector $\Theta = \{ (r = 1, \theta_1), \ldots, (r = k, \theta_k) \}$, where $r = i$ and $\theta_i$ show a specific interest (table) and its proportion, respectively. In other words, vector $\Theta$, represents the probability distribution of user interests. Fig. 2 shows the process of constructing user model using dd-CRP.

**Input:** $A = \{ \text{user activities} \}$;  
**Output:** table (interests) partitions and their proportions;  
**While Iterations:**  
For each activity, $a_i \in A$:  
Determining destination table of $a_i$, using (5);  
Update table partitions and their proportions;  

Fig. 2 The process of constructing user model using dd-CRP.

B. Inferring User Preference

After constructing the user model and extracting the interest vector $\Theta$, we customize (6) in (7) for populating the weighted distribution which shows the influence of each user interest. This weighted distributed actually exposes the preference of a user to select new item $x$. This equation calculates the preference of user to select new item $x$. According to (7), selecting new item $x$ depends on the proportion of each interest and the weighted similarity of a new item related to that interest. The proportion of each interest, given new item $x$, is calculated by $p(x; \theta_k)$. We suppose the observations follow the categorical distribution. Therefore, $p(x; \theta_k)$ indicates the likelihood of item $x$ given its category that is equal to $\theta_k$. Also, the weighted similarity of new item is calculated by $w(x; \tau = k)$. This function calculates the average similarity of new item $x$ related to each item of the $k^{th}$ interest. We note that the parameter $\beta$, is replaced by the table assignment of new item $x$.

$$p(x; \theta) = \sum_{\theta_k} w(x; \tau = k) p(x; \theta_k)$$  
$$p(x; \theta_k) \sim \text{Categorical}(x; \theta_k) = \theta_k$$  
$$w(x; \tau = k) = \frac{\sum_{\text{item} \notin x} \text{Sim}(x, \text{item})}{|z(k)|}$$  
$$z(k) = \{ \text{item} | \tau_{\text{item}} = k \}$$  

Equation (7) is used to calculate the rank of all new items then recommendation list is constructing from new items which are sorted based on their rank. Fig. 3 shows the recommendation algorithm using weighted distribution.

IV. EXPERIMENTAL RESULTS

We implement the proposed method for constructing a content based recommender system. For experiments, we gather tweets as news articles along with users’ access history from twitter. The provided dataset consisted of tweets from the BBC gathered in the period of Jan 14th, 2016 to Jun 7th, 2016. We preprocessed the data by removing news articles that are rarely accessed. The prepared dataset contains up to 1000 users. For comparison, a state of the art content-based recommendation system, LOGO [20] is chosen. This method aggregates the contents of activities from all users to extract a unified set of groups of items for all users. Then for each user, the whole user profile (long-term) is used to find the interested groups, and a recent partition of user profile (short-term) is employed to recommend interested items. To evaluate the results of proposed method, the measures Precision@N (P@N), Recall@N (R@N), F1-measure@N (F1@N), and discounted cumulative gain (DCG@N) are used [9, 40]. We implement the proposed method in python within NLTK tools and record results for each user. Then, the evaluation metrics are averaged over all users for different lengths (top@N) of recommendation list such as [10, 20, 30]. Table I shows the calculated values of evaluation metrics. These results are averaged from multiple (up to 50) runs. In addition to the results of our implementation for LOGO, we show the original reported results of this method from [20] into Table I. According to results, the F1-measure shows the superior recommendation accuracy of the proposed method. For example, with top@N = 20, the proposed method has better accuracy related to LOGO method. Also, the nDCG@N measure indicates that the recommended list of the proposed method is more consistent with user selection in comparison to the LOGO method. Also, Fig. 4 represents the graphical view of results. The solid line of this figure shows the results of the proposed method. The precision, recall, f1-measure, and discounted cumulative gain (DCG) are depicted in sub-figures of Fig. 4, respectively.

Results show that using dd-CRP to construct user model and inferring preference can improve the accuracy of content based recommender systems.

**Input:** table partitions and their proportions;  
**Output:** Recommendation_list={};  
For each new item, $a^*_i$:  
$r_{a^*_i} = \text{Calculate rank of new item } a^*_i$, using (7);  
Append $r_{a^*_i}$ to Recommendation_list;  
Return first N items of sorted Recommendation_list;  

Fig. 3 The recommendation algorithm.
TABLE I  
RESULTS OF EVALUATION METRICS

<table>
<thead>
<tr>
<th>top@N</th>
<th>Metrics</th>
<th>precision</th>
<th>recall</th>
<th>F1</th>
<th>DCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Proposed method</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>LOGO*</td>
<td>0.28</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>LOGO**</td>
<td>0.21</td>
<td>0.24</td>
<td>0.21</td>
<td>non</td>
</tr>
<tr>
<td>20</td>
<td>Proposed method</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>LOGO*</td>
<td>0.3</td>
<td>0.21</td>
<td>0.23</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>LOGO**</td>
<td>0.27</td>
<td>0.36</td>
<td>0.31</td>
<td>non</td>
</tr>
<tr>
<td>30</td>
<td>Proposed method</td>
<td>0.51</td>
<td>0.52</td>
<td>0.51</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>LOGO*</td>
<td>0.31</td>
<td>0.31</td>
<td>0.27</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>LOGO**</td>
<td>0.31</td>
<td>0.40</td>
<td>0.34</td>
<td>non</td>
</tr>
</tbody>
</table>

LOGO*: results of our implementation.  
LOGO**: the original results that reported in [21].

Fig. 4 The results of evaluation metrics for comparing the performance of proposed method

V. CONCLUSION

We employed the dd-CRP and weighted distribution to construct a user model in a content based recommender system. The proposed method used dd-CRP to extract latent factors from user profile. These latent factors (called user interests) indicate groups of similar items and are later used to infer preference for selection of new resources. The results of evaluating the proposed approach with a dataset containing the news tweets shows that using the proposed method to infer user preferences, improves the performance of a content-based recommender system. As for the future work, using the hybrid method to provide a richer user profile which contains contextual data can be used to better infer the user preference.
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