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Abstract—With the widespread adoption of the Internet-connected devices, and with the prevalence of the Internet of Things (IoT) applications, there is an increased interest in machine learning techniques that can provide useful and interesting services in the smart home domain. These environments generate huge amount of sensory data which has the potential to allow stakeholders, i.e. home owners, to analyse this generated data for monitoring, detection and classification of activities in order to make timely decisions. Using machine learning to learn and predict the inhabitants’ activities is becoming an interesting and active research area. Home automation has existed for some time; now the technology is at a stage where individual households can make use of it. Home automation provides comfort, home energy management and security and can help the elderly and disabled to receive quality care. There has been proposed designs and implementations of interactive systems which provide citizen awareness of resource use [1]. These propositions provide simple and efficient management of a house system to enhance daily activities. Although this approach has great potential to help residents with sustainable living, there are many challenges as to how the technology is integrated with the smart home environment.

Machine learning techniques have been heavily applied to smart home environments, however up to the knowledge of the authors, there is a lack of comprehensive evaluation of such machine learning algorithms in this domain. The contribution of this paper is twofold: 1. a review of existing research in classification of ADLs, 2. a comprehensive evaluation of state-of-the-art machine learning techniques application in the context of smart homes.

There are many smart home research efforts focusing on using machine learning techniques in a domestic environment. However, the current machine learning techniques are lacking in certain aspects. Some algorithms in the smart home domain are subject to error when predicting the inhabitant’s behaviour. When multiple inhabitants are living in the same home, multi-class classification is needed, which is a challenging and difficult task to perform due to the nature of the data. Moreover, the data readings from sensors are always noisy and subject to many uncertain variables such as missing data and faulty sensors. Identifying and learning spatio-temporal relationships between the sensors’ readings to achieve high accuracy classification is needed [2], [3].

I. INTRODUCTION

In the recent years, we have seen a rapid increase of the Internet of Things (IoT) applications, such as smart homes. These environments generate huge amount of sensory data which has the potential to allow stakeholders, i.e. home owners, to analyse this generated data for monitoring, detection and classification of activities in order to make timely decisions. Using machine learning to learn and predict the inhabitants’ activities is becoming an interesting and active research area. Home automation has existed for some time; now the technology is at a stage where individual households can make use of it. Home automation provides comfort, home energy management and security and can help the elderly and disabled to receive quality care. There has been proposed designs and implementations of interactive systems which provide citizen awareness of resource use [1].

These propositions provide simple and efficient management of a house system to enhance daily activities. Although this approach has great potential to help residents with sustainable living, there are many challenges as to how the technology is integrated with the smart home environment.
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II. MACHINE LEARNING TECHNIQUES FOR ADLs CLASSIFICATION

Machine learning has been widely applied to develop probabilistic and statistical methods and sequence-learning algorithms to predict activities of daily living (ADLs) of inhabitants. Machine learning techniques can be divided into three categories based on the availability of labelled datasets, as such:

- **Unsupervised** techniques are used when there are no ground truth labels available for the ADLs. In this situation, clustering techniques are used to group similar ADLs into clusters. However, clustering techniques alone do not classify and predict ADLs. They are usually used with other techniques to facilitate certain aspects of the learning model, such as performing a pre-processing step of the data.

- **Semi-supervised** techniques are used when parts of the ground truth labels are available. This is usually the case in real-world datasets because the inhabitants are asked to record their activities manually. This approach is prone to human errors.

- **Supervised** techniques are used when there is full availability of the ground truth labels. Which is mostly the case in synthetic datasets that are generated using simulation tools [4]-[6].
One of the projects that used supervised techniques is MavHome which aims at creating a smart home environment that acts as an intelligent agent by reading the sensors’ data and intelligently manipulating the environment using device controllers. The project proposes a scalable architecture to achieve their goals. Each agent in MavHome architecture is composed of four layers, which are the decision layer, the information layer, the communication layer, and the physical layer. The relevant layer to the research at hand is the decision layer, which is responsible for deciding the agent’s action based on the gathered information. The project uses a Smart Home Inhabitant Prediction (SHIP) algorithm which works by searching and matching recent sequence of events with previously captured sequences. To evaluate the proposed algorithm, its performance was tested on a real dataset and it scored a classification accuracy of 53.4% and 94.4% on a synthetic dataset. The simplicity of the SHIP algorithm is one of its strengths. However, it has a limitation of not being able to operate in an online fashion. The whole historical activities must be stored and processed offline. To overcome this limitation, the project developed Active LeZi (ALZ), which is a sequential prediction algorithm. They tested this algorithm performance on synthetic dataset and it scored 87% accuracy. Moreover, the project applied a Task-based Markov Model (TMM) and it scored 74% accuracy on a 30-day synthetic dataset [7].

A. Support Vector Machines (SVMs)

Support Vector Machines (SVMs) are supervised learning models used for classification and regression analysis [8]. Also, SVMs have many benefits, high dimensional feature space. SVMs are effective when the number of samples is less than the number of the dimensions in the dataset. Moreover, SVMs can be efficient on memory usage. SVMs can be used with different kernel functions which will allow the model to learn complex decision function. On the other side, SVMs have some disadvantages such as over-fitting, which can occur when the number of features is greater than the number of samples [9].

SVMs have been used in the literature for classification of ADLs in the health domain. Health Smart Home is one of these efforts which includes real data collected from various sensors, to evaluate the SVM algorithm. They installed many sensors and microphones in the environment and obtained a classification accuracy of 75% and 86% using a polynomial kernel and a Gaussian kernel respectively [10].

B. Hidden Markov Model (HMM)

Hidden Markov Model (HMM) is an unsupervised generative probabilistic model. The HMM deals with hidden states, which means the state is not observed directly. The transition from one hidden state to another can be modeled as a Markov process. The HMM is suitable for sequential datasets. States have a probability distribution on the likely output symbol [11].

The use of HMM was proposed to classify ADLs of smart home multi-inhabitants. The hidden states were modeled to be the activities’ labels and the observations are the sensors’ readings. To evaluate the accuracy of the model, ARAS dataset was created [12]. The dataset represents real-world activities captured from multi-residents in two real houses. HMM average accuracy was 61.5% in house A, while house B the average accuracy approached 76.2%.

C. Decision Trees (DT)

Decision Trees (DT) are supervised non-parametric learning models used for classification and regression. Non-parametric learning models do not assume that a probability distribution generated the data. A DT model learns simple condition rules inferred from the labelled data. Thus, a DT model is easy to interpret and understand. Moreover, the model usually offers good performance and its time complexity is low. Some machine learning algorithms cannot work with certain data types. However, Decision Trees are able to work with categorical and numerical datasets alike. For multi-label classification problems, DT can work and offer good solutions. Very little data pre-processing is required when creating these models. However, DT suffer from some disadvantages. DT cannot work with missing values without preparing the dataset. They are prone to over-fitting and can produce complex models that are sensitive to small changes in the dataset, which do not generalise well and may produce unstable models. There are some datasets that can be hard for the DT to learn. Moreover, it is not guaranteed that the learned DT is the optimal tree [9].

DT can be used to classify ADLs of smart home inhabitants. E-ID5R is an extension of the DT algorithm to allow it to work with multi-label classification problems [13]. The accuracy of E-ID5R was evaluated using the same ARAS dataset [12]. E-ID5R classification accuracy approached 40% on house A and 82% on house B.

D. Stochastic Gradient Descent (SGD)

Stochastic Gradient Descent (SGD) is an iterative algorithm used to find the minimum and maximum value of a function. Usually it is used with convex loss function to find the minimum error. It can be used with linear classifiers, such as SVMs, for classification and multi-label classification problems. It is able to work and scale with large datasets. However, it needs several hyper-parameters to be set, such as the learning rate and the number of iterations [9].

The logistic regression with SGD algorithm were applied in order to develop a scalable diagnosis model for health care applications. To assess the proposed algorithm, they used the Cleveland Heart Disease Database (CHDD) which collected data from wearable body sensors used to measure the blood pressure and heart disease rate. Logistic regression with SGD algorithm enabled the model to predict and classify the heart disease status. The accuracy of training and validation on the data sample was 81.99% and 81.52% respectively [14].

E. AdaBoost

AdaBoost is a supervised learning algorithm used for classification and regression. The algorithm uses a group
of weak learners or weak prediction models. The final prediction is the result of all the predictions from the weak learners combined. Thus, the model can be thought of as a majority voting system. AdaBoost can be used for multi-label classification problems as well [15], [9].

AdaBoost algorithm was proposed to deal with the classification of eating and meal preparation in the smart home. In order to reduce the number of sensors and focus on using the main sensors required for this task, they used the dataset from the MIT PlaceLab project. The authors used only 8 sensors from over 300 sensors, obtaining a rate accuracy of 82% [16].

F. Hierarchal Temporal Memory (HTM)

The HTM theory attempts to model the architecture and structure of the neocortex, the front part of a human brain. The focus of the theory is on the neocortex because it is envisaged to be where the human intelligence resides. The cortical learning algorithm (CLA) is a machine learning algorithm that is based on HTM theory, which aims to explain the structural and algorithmic characteristics of the neocortex [17].

A typical CLA model will consist of multiple regions. The first region is the encoding region which can contain one or more encoders that read the input data and convert it to Sparse Distributed Representation (SDRs). The next region is the Spatial Pooler (SP), which receives the outputted SDRs from the encoding region below. The Spatial Pooler will learn the spacial features of the passed SDRs and create another SDRs and output it to the next region. The third region is a Temporal Memory region (TM) which learns the temporal changes in the SDRs. Finally, for prediction and classification problems, a CLA/SDR Classifier region sets at the top of the HTM model. The CLA/SDR Classifier region decodes the state of the HTM model and produces predictions [18].

The HTM theory and its algorithmic implementation, the CLA, have been applied in many domains. Such as vision [19], [20], natural language processing (NLP) [21], and anomaly detection in smart homes [22].

The CLA was used to classify “healthy” and “sick” patients using a dataset that contains 70 patients. The dataset captures Electrocardiography signals (ECG). The CLA performance was slightly better than the multi-layer neural network [22].

G. Multi-Layer Perceptron (MLP)

A Multi-layer Perceptron (MLP) is a feed-forward artificial neural network model, it maps values of input data onto a value of suitable output. It contains multiple hidden layers which are between the input and output layers. Each node is a neuron and every layer is fully connected to the next layer via weights. For each neuron, a weighted sum is calculated from the previous layer and then the result is passed to an activation function. After applying the activation function, the result is passed to the next layer. There are several types of activation functions, such as the sigmoid function, the hyperbolic tangent function and the softmax function. The MLP model uses back propagation for training the network in order to reduce the error [23]. The structured perceptron is an extension of the standard perceptron that can predict structured data and usually it is used with an inference algorithm, such as the Viterbi algorithm [24], [25].

The Back Propagation Neural Network (BPNN) has been applied to classify ADLs in a smart home. To assess the proposed algorithm, they used The Centre for Advanced Studies in Adaptive Systems (CASAS) that is a project for creating real smart homes for the researchers in this field. They demonstrated that the size of the neurons play important role to reduce the error rate [26].

H. Long Short Term Memory (LSTM)

Long Short-Term Memory (LSTM) is a Recurrent Neural Network (RNN). The LSTM model is good for classifying and predicting sequences, such as recognition of speech and handwriting. In regular RNNs, it is hard to train the model when the dependency of prediction has been seen a long time ago. This problem is known as the "long-term dependency problem" [27]. LSTM is an extension of RNNs to overcome this problem [28].

Deep convolutional and LSTM units framework was proposed in the domain of Human Activity Recognition (HAR) [29]. It was used deep convolutional to extract special features from sensors data and LSTM to model temporal dynamics. The proposed framework was validated on two datasets, Opportunity dataset and Skoda dataset [30], [31]. The framework obtained 96% F1 score on the Skoda dataset and 93% F1 score on the Opportunity dataset.

I. Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN) work like other neural networks but have a different construction. They are usually used to recognize visual patterns through images and videos. CNN can work with image data without requiring pre-processing for the data [32]. CNNs were applied in different domains such as natural language processing (NLP) and recommender systems.

CNN has been proposed to recognize the inhabitants’ ADLs. The CNNs were able to capture local dependency of the activities and showed good scale invariance. Three datasets (Skoda, Opportunity, Actitracker) were used validate the proposed technique. The technique accuracy is 88%, 77%, and 97% on Skoda, Opportunity, and Actitracker respectively [33].

III. EVALUATION METHODOLOGY

The evaluation of the machine learning algorithms is limited by a lack of standard real datasets from smart homes. Due to the high cost of building real smart home datasets, there is a need for powerful simulation tools that can represent the ADLs of the inhabitants. These simulation tools offer flexibility, scalability and accessibility for the researcher [34]-[37].

To evaluate the performance, this research will use real and simulated smart home datasets. The following subsections describe the preparation of the datasets and the performance metrics used to assess the quality of the models.
A. Real Smart Home Dataset

For the real-world dataset, ARAS dataset was used [12]. The dataset was generated from real activities engaged by multi-inhabitants in two separate smart home during a period spanning two months. The dataset contains 20 columns of binary data that represent the sensor values (0 represents OFF state, and 1 represents ON state) sampled each second; whereby, column 21 represents the activity labels for Resident 1, and column 22 represents the activity labels for Resident 2. The residents perform various labeled activities (27 different activities to be exact).

This research used this dataset but has combined the data into five activities, namely: Other, Sleeping, Eating, Personal, and Relaxing. Resulting in a total collection of 25 activities. Another pre-processing step was performed to reduce the size of the dataset from 86400 records per day to 1440 records. The reduction was done by changing the sample rate from seconds pre day to minutes per day. The reduction took care of the sensors’ values that changed in between minutes by retaining these changes. This step reduced the overall dataset size from 5184000 records to 86400 records. The motivation behind this step came after the analysis of the dataset which revealed that most of the transitions of activities take longer than one minute.

B. Synthetic Smart Home Dataset

This research used OpenSHS [34] which is an open source simulation tool that offered the flexibility needed to generate the inhabitant’s data for classification of ADLs. OpenSHS was used to generate several synthetic datasets that includes 29 columns of binary data representing the sensor values. The sampling was done every second. Seven participants were asked to perform their simulations using OpenSHS. Each participant generated six datasets resulting in forty-two datasets in total. The participants self-labelled their activities during the simulation. The labels used by the participants were: Personal, Sleep, Eat, Leisure, Work, Other. The total number of records is 2674910 records.

C. Experiment Design

After the preparation of the forty-two OpenSHS synthetic datasets and the two real-world datasets, the records of each dataset are fed to a machine learning model. For each dataset, the data was split into two parts: a training part, where the model is learning from the data without scoring its performance, and a testing part, where the model’s classification accuracy is evaluated. The training part size is 80% of the total size of the dataset and the remaining 20% is used for testing. No shuffling was performed because the activities have natural sequence progression. All of the sensors readings were fed to the tested models with the exception of the timestamp column. We did not include the timestamp column as one of the input features because of the inability for some of the models to work with this data type and to ensure a levelled playing ground for all the evaluated models.

D. Performance Metrics

The inhabitants’ ADLs usually vary from one inhabitant to another. Moreover, the ratio of the performed activities for each inhabitant is usually not similar. For example, the “Sleeping” activity may constitute a bigger portion of the whole activity space. Thus, it is good to assume that the labels are imbalanced [29]. Therefore, simple metrics such as the accuracy metric, shown in (1), are not suitable for this type of datasets.

$$\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN}$$  \hspace{1cm} (1)

A naive classifier that predicts the labels with highest frequencies could get high accuracy score. To overcome this issue, F1 score was used. As shown in (2), F1 score is defined in terms of precision and recall.

$$F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$  \hspace{1cm} (2)

The precision is the ratio of the relevant points that have been selected by the model to the total selected points, as shown in (3), where \(TP\) is the True Positives and \(FP\) is the False Positives.

$$\text{precision} = \frac{TP}{TP + FP}$$  \hspace{1cm} (3)

The recall is the ratio of relevant points that have been selected by the model to the overall total of the relevant points, as shown in (4), where \(TP\) is the True Positives and \(FN\) is the False Negatives.

$$\text{recall} = \frac{TP}{TP + FN}$$  \hspace{1cm} (4)

IV. RESULTS AND DISCUSSION

The results of the selected machine learning models are obtained using several software packages. Primarily we used scikit-learn [9] and keras [38]. Due to the various configurations used for certain models, we abbreviated the models as shown in Table I. Using Precision, Recall, and F1-measure as evaluation metrics, the results are shown in Fig. 2 for House A from ARAS dataset, Fig. 3 for House B from the same dataset, and Fig. 4 from the OpenSHS synthetic dataset.

The choice of the kernel type used with SVM proved to be crucial. Using a polynomial kernel produced the worst results especially in House A. While using a linear kernel and an RBF kernel produced the best results for the SVM algorithm.

Increasing the number of estimators for AdaBoost did not improve the results and the best results obtained with ten estimators.

In another research effort, the HMM was evaluated on the ARAS dataset and the reported accuracy results for House A is 61.5% and for House B is 76.2% [12]. Ours obtained accuracy results of 53.9% for House A and 92.3% for House B. It is worth noting that the differences in the results could be attributed to the preformed pre-processing steps. The previously mentioned work used leave-one-out cross validation...
on the dataset and the reported results were the average accuracy. For House A, the minimum accuracy is 46.3% and the maximum accuracy is 88.4%. For House B, the minimum accuracy is 31.1% and the maximum accuracy is 96.7%. In our work we did not use any cross-validation technique because we assume the activities have natural sequence progression and any cross-validation step will break this assumption.

As expected, the obtained results for the real datasets were more challenging for the models to learn than the synthetic datasets.
TABLE I

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB10</td>
<td>AdaBoost with 10 estimators</td>
</tr>
<tr>
<td>AB20</td>
<td>AdaBoost with 20 estimators</td>
</tr>
<tr>
<td>AB30</td>
<td>AdaBoost with 30 estimators</td>
</tr>
<tr>
<td>CLA</td>
<td>Cortical Learning Algorithm</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional Neural Network</td>
</tr>
<tr>
<td>DT5</td>
<td>Decision Tree with max depth of 5</td>
</tr>
<tr>
<td>DT10</td>
<td>Decision Tree with max depth of 10</td>
</tr>
<tr>
<td>DT20</td>
<td>Decision Tree with max depth of 20</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov Model</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long Short Term Memory</td>
</tr>
<tr>
<td>MLP</td>
<td>Multi-layer Perceptron</td>
</tr>
<tr>
<td>SVMR</td>
<td>Support Vector Machine with RBF kernel</td>
</tr>
<tr>
<td>SVML</td>
<td>Support Vector Machine with linear kernel</td>
</tr>
<tr>
<td>SVMP</td>
<td>Support Vector Machine with polynomial kernel</td>
</tr>
<tr>
<td>SVMS</td>
<td>Support Vector Machine with sigmoid kernel</td>
</tr>
<tr>
<td>SVGD</td>
<td>Stochastic Gradient Descent with linear SVM function</td>
</tr>
<tr>
<td>SGDRL</td>
<td>Stochastic Gradient Descent with regression function</td>
</tr>
<tr>
<td>SP</td>
<td>Structured Perceptron</td>
</tr>
</tbody>
</table>

The performance of the CLA algorithm could have been improved if a custom and more suitable encoder was used. The high-dimensional and binary nature of the data types in the datasets was a challenge for the existing encoders. The existing encoders are designed to work with simple scalar and categorical datatypes.

The overall performance of all the evaluated machine learning algorithms across all datasets using F-measure score is summarised in Fig. 1. The results show competitive performance of the evaluated algorithms. However, three of the top five algorithms are based on neural networks.

V. CONCLUSION

Classification plays an important role in the field of artificial intelligence and machine learning for creating smart systems that are able to make decisions more reliably [39]. Learning from historical events and attempting to predict future events is an essential requirement for smart homes. In this paper, several state-of-the-art machine learning algorithms were evaluated on real-world datasets and OpenSHS synthetic datasets of smart homes. The algorithms based on neural networks showed superior performance over other algorithms. DT, LSTM, SVM and SGD are good candidates for the task at hand. However HMM, AdaBoost and CLA showed much less performance accuracy. HMM as an unsupervised algorithm does not compete well with other supervised algorithms in this context. The CLA results indicate that there is a need for a custom encoder that is more suitable for the nature of smart home datasets.
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