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Abstract—One of the most perspective methods to produce SoG-Si is refinement via metallurgical route. The most critical part of this route is refinement from boron and phosphorus. Therefore, a new approach could address this problem. We propose an approach of creating surface waves on silicon melt’s surface in order to enlarge its area and accelerate removal of boron via chemical reactions and evaporation of phosphorus. A two dimensional numerical model is created which includes coupling of electromagnetic and fluid dynamic simulations with free surface dynamics. First results show behaviour similar to experimental results from literature.
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I. INTRODUCTION

THE exhaustion of fossil fuel resources, global warming, and increased energy consumption all make finding alternative energy sources important. In terms of environmental impact, solar energy is one of the most perspective and attractive sources. However, development of solar power is limited by the solar power costs in comparison to other power sources. As shown in [1], by 2020 the energy cost for solar power is still expected to be higher than for hydro, onshore wind, geothermal, nuclear and even biomass energy sources. Reduction of solar cell production costs is necessary for this technology to develop, and one solution is to reduce the cost of raw materials like polysilicon.

In 2013, production of polysilicon constituted approx. 23% of the total solar cell costs [2]. This number can be reduced by lowering energy consumption during solar grade silicon (SoG-Si) production. One of the most efficient ways to produce SoG-Si is the metallurgical route of refining. It consumes about 30 kWh/kgSi (kilowatt-hours per kilogram of silicon) of energy. In comparison, a chemical route such as the Siemens process, which is the most widely used refining process nowadays, consumes more than 70 kWh/kgSi [3]. In 2013, more than 200 000 tons of polysilicon was produced worldwide, which could result in more than an 8 TWh reduction if all of the silicon was produced via the metallurgical route rather than with the Siemens process.

Currently, the polysilicon market is recovering from a crisis, and new technologies that ensure reduction of production costs can give a significant advantage in a competitive SoG-Si market. In April 2017, a three year project was started in University of Latvia on refinement of silicon via the metallurgical route. The main task of this project is increasing the efficiency of silicon refinement from boron and phosphorus with use of advanced electromagnetic impact.

II. POTENTIAL FOR EM TECHNOLOGIES IN SILICON REFINEMENT

In many investigations, phosphorus removal is found to be the most challenging task, since the purity threshold (< 1 ppm) is not reached [8]. Although, oxidation and slag refinement is a simple process for removing phosphorus from silicon, it is insufficient to reach the low purity threshold. The most used approach for phosphorus removal is evacuation; it is dependent on free surface area and bulk melt stirring. Refinement enhancement can be achieved by superposing DC and AC magnetic fields [7]. Furthermore, this impact creates a mixing effect in the bulk melt, which is also important for boron removal. In comparison, classical induction stirring can enhance only bulk melt mixing, leaving surface area size unchanged.

Boron removal by oxidizing bubbles was already shown in [4] where significant splashing of silicon was observed, and it was determined that the blowing of oxidizing gas on free surface of the silicon was preferred instead. Also, no attempt was made to adapt electromagnetic stirring for bubble flow control, which was shown to be possible in [5]. Furthermore, high velocity shear in the melt can lead to gas bubble breakup, thus enlarging gas-liquid interface area and increasing boron removal rate.

Another possibility for boron removal could be blowing of oxidizing gas on free surface, which is already well known [6], and with additional creation of surface waves by means of electromagnetic impact, thus creating capillary waves and increasing surface area at least twice. The aforementioned electromagnetic impact technology (superposition of DC and AC fields) can be used for boron evaporation, because it enhances surface area and stirring.

Highest boron refining rates can be achieved with plasma refining, but it has high energy demand. In reactive gas refining, concentration of boron changes according to the first order rate law.
\[ \ln \left( \frac{C_r}{C_i} \right) = k_B A \frac{t}{V} \]

Here \( C_r \) – boron concentration with indices after comma indicating time, \( A \) is the area of interfacial surface between oxidizing gas and silicon melt, \( V \) is the volume of silicon melt, \( t \) is time, \( k_B \) is boron mass transfer coefficient at the surface, measured in \( \mu m/s \). \( k_B \) is determined experimentally and is dependent on the oxidizing gas supply rate, the type of oxidizing gas and melt temperature. Creation of surface waves would increase the \( A/V \) ratio, thus speeding up boron removal. Table I summarizes \( k_B \) from literature with different oxidizing gases, gas flow rates and temperatures.

### TABLE I

**SILICON REFINING FROM BORON AND PHOSPHORUS SUMMARY FROM LITERATURE**

<table>
<thead>
<tr>
<th>Oxidizing gas</th>
<th>Melt temperature ( T, ^\circ C )</th>
<th>Flow rate, Nl/min</th>
<th>( k_B, \mu m/s )</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Ar ) – 97%, ( H_2O ) – 3%</td>
<td>1450</td>
<td>3</td>
<td>7.0</td>
<td>[9]</td>
</tr>
<tr>
<td>( N_2 ) – 97%, ( H_2O ) – 3%</td>
<td>1450</td>
<td>3</td>
<td>6.0</td>
<td>[10]</td>
</tr>
<tr>
<td>( H_2 ) – 97%, ( H_2O ) – 3%</td>
<td>1450</td>
<td>3</td>
<td>13.0</td>
<td></td>
</tr>
<tr>
<td>( H_2 ) – 24.2%, ( Ar ) – 72.6%, ( H_2O ) – 3.2%</td>
<td>1500</td>
<td>3</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>( H_2 ) – 48.4%, ( Ar ) – 48.4%, ( H_2O ) – 3.2%</td>
<td>1500</td>
<td>3</td>
<td>8.6</td>
<td></td>
</tr>
<tr>
<td>( H_2 ) – 72.6%, ( Ar ) – 24.2%, ( H_2O ) – 3.2%</td>
<td>1500</td>
<td>3</td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td>( H_2 ) – 97%, ( H_2O ) – 3%</td>
<td>1450</td>
<td>3</td>
<td>13.0</td>
<td></td>
</tr>
<tr>
<td>( H_2 ) – 97%, ( H_2O ) – 3%</td>
<td>1500</td>
<td>2</td>
<td>9.0</td>
<td>[6]</td>
</tr>
<tr>
<td>( H_2 ) – 97%, ( H_2O ) – 3%</td>
<td>1500</td>
<td>14</td>
<td>44.6</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Boron</th>
<th>Melt temperature ( T, ^\circ C )</th>
<th>Pressure, Pa</th>
<th>( k_B, \mu m/s )</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1500</td>
<td>0.5</td>
<td>2.28</td>
<td></td>
<td>[11]</td>
</tr>
<tr>
<td>1600</td>
<td>0.5</td>
<td>4.93</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Data from Table I show that the most important factor for boron removal is oxidizing gas and its flow rate.

According to [11], the same relation as (1) is applicable for phosphorus removal; literature data is also shown in Table I. For phosphorus, temperature is a more important factor. Another important factor is pressure. According to [12], the phosphorus mass transfer coefficient on the surface of the silicon melt strongly depends on pressure. Above 1 Pa pressure, the transfer rate of phosphorus declines very rapidly. On the other hand, phosphorus mass transfer coefficient reaches an asymptotical value below 0.1 Pa and therefore further decrease in pressure would not be beneficial.

For removal of both boron and phosphorus, surface waves can be used to enlarge surface area and increase refinement rate. However, it is not clear how large the surface enlargement will be and how it will influence boron diffusion in the gas boundary layer. For this purpose, the first step is the creation of a numerical model which can simulate melt’s surface waves induced by electromagnetic impact.

### III. SIMULATION MODEL

For numerical simulations we use two open-source software packages - the finite element multi-physics simulation code Elmer and computational fluid dynamics code OpenFOAM. Efficient parallel coupling between both codes is done using EOF-Library [13].

Computation scheme is shown in Fig. 1 (a). OpenFOAM (OF) package solves fluid dynamics with free surface using volume of fluid (VOF) method, then computes electrical conductivity of gas-and-melt mixture and sends it to Elmer package. Elmer solves the complex problem for the time-harmonic electromagnetic (EM) field and sends back to OF the complex components of electrical current density and magnetic field density.

Every time the EM field is updated, the amplitudes are computed

\[
J^i_\xi = \sqrt{J^2_\xi + J^2_\eta} \\
B^i_\xi = \sqrt{B^2_\xi + B^2_\eta}
\]

And the corresponding phases

\[
\varphi^i_\xi = \arctan2 \left( \frac{J^i_\eta}{J^i_\xi} \right) \\
\varphi^i_\eta = \arctan2 \left( \frac{B^i_\eta}{B^i_\xi} \right)
\]

for current and magnetic field densities, where \( i \) represents \( x, y \) and \( z \) components, and \( \arctan2 \) is the arctangent function with two arguments that gives the angle in radians between the \( x \)-axis and the specified point. Then, at every OF timestep the Lorentz force is updated

\[
F^x = \exp \left( \frac{-\omega t}{\omega_t} \right) \cdot J_\xi^2 \cos (\varphi^i_\xi + \omega t) \cdot B_\eta^2 \cos (\varphi^i_\eta + \omega t) \\
F^y = -\exp \left( \frac{-\omega t}{\omega_t} \right) \cdot J_\xi^2 \cos (\varphi^i_\xi + \omega t) \cdot B_\eta^2 \cos (\varphi^i_\eta + \omega t) \\
F^z = 0
\]

where \( \omega \) is angular frequency. An exponential multiplier provides a smooth increase of the Lorentz force during the first few periods and reduces unwanted splashes at the beginning of simulation.

A 2D axisymmetric problem of mercury with free surface is considered. The mercury tank is surrounded by an inductor, which creates an alternating magnetic field; see Fig. 1 (b) for illustration. A similar device and experiment was described in [14]. This mercury experiment is only used for model validation purposes. In this model, mercury properties were...
set in the melt domain - electrical conductivity $\sigma_{\text{melt}} = 1.04 \times 10^6$ S/m, kinematic viscosity $\nu_{\text{melt}} = 1.14 \times 10^{-7}$ m$^2$/s, density $\rho = 13534$ kg/m$^3$, surface tension $\gamma = 0.5$ N/m and contact angle $\theta = 90^\circ$. The inductor has homogeneous current distribution with density $J_{\text{amp}} = 6.5 \times 10^6$ A/m$^2$ and frequency $f = 14$ Hz. Turbulence model $k$-$\epsilon$ is used, and maximal Courant number is set to 0.4. The transient simulation reaches flow time 4 sec.

The computational mesh for OF has 31k cells, mesh for Elmer has 35k elements. We used a very fine mesh with size 0.35mm in the region where surface can be present during simulation; see Fig. 1 (c).

IV. RESULTS

The turbulent flow ($Re \approx 1.5 \times 10^5$) inside the mercury vessel has two toroidal vortices similar to a classical induction crucible. But in the considered case, the slow change of the EM force causes creation of surface waves near the outer wall, and subsequent propagation of waves radially inward. Fig. 2 (a) shows the velocity field in the melt and air. The velocity vectors in this figure that have also vertical component only indicate that melt surface is moving and there is no net melt mass moving through the interface.

Frequency analysis of local melt height in three points ($x=0$ on axis, $x=35$mm, and $x=70$mm near wall) shows several peaks. The peak at 28 Hz relates to the frequency of the EM force, which is double the EM field frequency. There is a 14 Hz peak close to the wall, in simulation results it was observed that 28 Hz force frequency creates two small waves that fuse into one wave.

![Fig. 1 Computational scheme for coupled OF and Elmer simulation](image)

![Fig. 2 Melt’s surface shape and velocity distribution at 3.964 s (a) and wave frequencies at three different radial coordinates (b)](image)

![Fig. 3 Melt surface height radial dependence in time. Vertical axis shows melt height in meters](image)
seen in Fig. 3. It was observed that waves on the surface are not regular during the first two seconds. At first, waves are travelling radially toward the center of the crucible, and when waves reach the center, waves travelling away from the center appear. After two seconds, first standing waves start to appear when oppositely travelling waves interfere. Obtained values of wavelength \( \lambda \) do not correspond to experimental data from literature [14], in current simulation there are 5-6 \( \lambda \) that fit into one radius, while there are 10 \( \lambda \) in the experiment. In the current simulation, standing waves are established after initial wave development has passed. Standing waves are also found for a similar configuration as described in [15].

V. CONCLUSIONS AND OUTLOOK

The numerical model we developed showed that standing waves are formed on melt’s surface after first two seconds and that these waves are formed by travelling waves moving radially in opposite directions. There are very few references on numerical modelling of such problems and therefore these promising results are important steps towards better understanding and capturing EM induced capillary waves on liquid metal surface. However, detailed behaviour of surface is not captured. There is discrepancy with literature for results of the shape of waves, and no sufficient experimental data on wave amplitudes exist. There are two possible ways to achieve more detailed results.

The first option is the adaptation of the existing model by means of adjusting time and space resolutions. Temporal resolution restrictions are caused by capillary waves. Advanced numerical techniques can also be used to diminish numerical artefacts.

The second option is implementation of other surface capture techniques, different than VOF. One possible approach is the height function method.
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