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Abstract—This paper has critically examined the use of Machine Learning procedures in curbing unauthorized access into valuable areas of an organization. The use of passwords, pin codes, user’s identification in recent times has been partially successful in curbing crimes involving identities, hence the need for the design of a system which incorporates biometric characteristics such as DNA and pattern recognition of variations in facial expressions. The facial model used is the OpenCV library which is based on the use of certain physiological features, the Raspberry Pi 3 module is used to compile the OpenCV library, which extracts and stores the detected faces into the datasets directory through the use of camera. The model is trained with 50 epoch run in the database and recognized by the Local Binary Pattern Histogram (LBPH) recognizer contained in the OpenCV. The training algorithm used by the neural network is back propagation coded using python algorithmic language with 200 epoch runs to identify specific resemblance in the exclusive OR (XOR) output neurons. The research however confirmed that physiological parameters are better effective measures to curb crimes relating to identities.
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I. INTRODUCTION

In recent times, there is a need to maintain global security of information, most especially in the developing countries, where un-identifiable attacks are rampant, and every organization or individual needs to be security conscious in this environment. There is a need to improve their existing security systems by some measures of proper identification of individuals entering into a public places involving group of people. The present state of security in Nigeria demands a complete surveillance, most especially in the areas of providing adequate security to curb pipeline vandals, for railway protection, international airports’ surveillance, monitoring abandoned government project areas which hide criminals, and the colleges and schools in remote and outskirts part of the nation, as well as protecting the Niger Delta Oil rich regions against militancy, and banks, among many others. The outcrops for adequate security and protections of our petroleum pipelines against vandals in recent times are on the high side, creating a nightmare for stakeholders. In most of these identification crimes, the criminals were taking advantage of hacking the information from commercial or academic access control systems or improper identities. In some recent researches, a Biometric capturing technology was introduced for identifying individuals using Biometric characteristics such as fingerprints, eye, face, DNA or other unique characters such as the voice, signatures, etc.

The biometric process is a method of identifying individual electronically by considering certain similarities and variation factors, it was concluded that it is the most stable approach to using conventional ID and passwords methods etc. [1]. The most common and familiar crimes nowadays are crimes relating to credit card, Internet fraud, computer break-in by hackers, or security breaches in a company, in shops, and in government buildings. The use of a face recognition system by organizations or individuals will decrease crimes of credit card, internet frauds, computer break-in by hackers [2]. Some recent researches provided face recognition as a three stages task; acquisition, normalization and recognition, these three components are explained thus: acquisition means the detection and tracking of images similar to a target images in patches, while normalization is the arrangement into segments suitable for storage in the database. The last stage is the recognition which means selected images are identified on one-to-one unique arrangement to form a recognition model [3]. The problems often encountered with the conventional methods such as Pin Codes, passwords, users’ ID etc., in identifying items, people have been taking care of by the Biometric technology methods, such as fingerprint, DNA features, eye shapes etc., which makes it unique and easier for identification.

II. CONCEPTUAL FRAMEWORK AND MODELING

Though there is a problem with recognizing faces when the pose of the face is different, in particular, there is a limit on face rotations in depth, which include left and right and up and down rotations. Face recognition itself is difficult because it is a fine discrimination task among similar objects, once we can find faces, which are quite similar. Adding pose variation naturally makes the problem more difficult. This is because the appearance of a person’s face changes under rotation since the face has a complex 3D structure [6]. The research also combined the neural network architecture using certain biometric characteristics; both the Raspberry pi model and neural algorithm are coded in python language to make
The method adopted in this research is a closed-loop module that includes the computation and fusion of three different visual cues: motion, color and face appearance models. This research focuses on personal identification within its framework and uses Raspberry Pi with OpenCV compiled on it to build the face recognition system.

III. RASPBERRY PI CONFIGURATION

The Raspberry Pi that was used for this research is a credit card-sized computer originally designed for education, inspired by the 1981 BBC Micro. This research took the advantages of its small size and accessible price and the flexibility with other electronics in projects that require more than a basic microcontroller (such as Arduino devices).
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The Raspberry Pi model is a small electronic chip that runs on Linux computer on a low power consumption level with great abilities and functionalities.

The Raspberry Pi is open hardware, with the exception of the primary chip on the Raspberry Pi, the Broadcom SoC (System on a Chip), which runs many of the main components of the board—CPU, graphics, memory, the USB controller. The advantages of this module is that many of the projects made with it are open and well-documented as well and can be modified to suit a special purpose.

The two commercially available Raspberry Pi models are nomenclature as A and B which are designed for Linux operating system.

For the purpose of this project the SOC (System on Chip) used is the Raspberry Pi 3 Model B and the Linux operating system installed on it is Raspbian.

IV. COMPONENTS AND HARDWARE REQUIREMENTS

- Quad Core 1.2GHz Broadcom BCM2837 64bit CPU
- 1GB RAM
- BCM43438 wireless LAN and Bluetooth Low Energy (BLE) on board
- 40-pin extended GPIO
- 4 USB 2 ports
- 4 Pole stereo output and composite video port
- Full size HDMI
- CSI camera port for connecting a Raspberry Pi camera
- DSI display port for connecting a Raspberry Pi touch screen display
- Micro SD port for loading your operating system and storing data
- Upgraded switched Micro USB power source up to 2.5A

V. HARDWARE COMPONENTS AND CONNECTION

![Hardware Components Used](image)

VI. EXPLANATION OF VARIOUS HARDWARE COMPONENTS

A. Power Supply

This is an electrical device that supplies 2.1A electrical power to the Raspberry Pi. The research used a new age 6000 MAH power bank as a supply power to our Raspberry Pi 3 due to the unstable state of electricity in the country.

B. Digital Television

This is an output device to monitor the capturing process in the data base of the Raspberry Pi.

C. HDMI (High Definition Multimedia Interface)

This is a proprietary audio/video interface for transmitting
uncompressed video data and compressed or uncompressed
digital audio data from an HDMI-compliant source device,
such as a display controller, to a compatible computer
monitor, video projector, digital television, or digital audio
device.

D. Keyboard
This is a typewriter-style device which uses an arrangement
of buttons or keys which is part of the main input devices for
the Raspberry Pi.

E. Memory Card Reader
This is a device for accessing the data on a memory card
such as the Secure Digital (SD) card used for this project.

F. The Mouse
This is a hand-held input device that detects two-
dimensional motion relative to a surface. It serves as an input
device for the Raspberry Pi.

G. Secure Digital (SD) Card
This is a non-volatile memory card format developed by the
SD Card Association (SDA) for use in portable devices.

H. Webcam
This is a video camera that feeds or streams its image in real
time to or through the Raspberry Pi.

I. The Etcher
This is a software tool used to burn disc images to SD cards
and USB drives, safely and easily.

J. Numpy
This is a library for the Python programming language,
containing the complex functions, and dimensional array of
matrices in high level languages.

VII. METHODOLOGY

A. Neural Architecture
The Architecture below represents the internal
arrangements of how the images in the database are coded and
supplied into the neural network for detecting the faces and
checking the resemblance. There are many biometric
characteristics that can be used by the neurons to perform the
recognition exercise, but in this research only two important
ones are considered (i.e. shape of the face in terms of
dimensionality and the color). The dotted lines showed that
they are many, but only two are used by the neurons in this
research, the last neuron is always the bias which is coded
with digit1 in the algorithm.
This research has chosen a multilayer perceptron, which is a type of supervised network, since it requires a desired output in order to learn and recognize a pattern. The objective of using it is to find a model that gives an XOR output that matched input at each layer at the run time to produce a required pattern. Within the first hidden layer, they get summed, and then processed by a nonlinear activation function, Fig. 5. When the data is supplied into the neural network as they occur naturally at the input stage through the hidden layers to the output, they are used to multiply the weights at each stage and then summed up into a sigmoid function to obtain a threshold value and produce the neural network output [5].
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**A. Algorithm Design**

The neural network used for this design is of three input layers configuration with the bias neuron attached to all the four hidden neurons in the layer preceding the output neuron. The third input neuron which is the bias are always coded with digit 1, while the output codes expected is the XOR pattern to make the classification easy (i.e. 0110).

The neurons are coded with a python algorithmic language and the trained with the back propagation algorithm configuration with 200 epoch runs to ensure that the errors are maintained at the barest minimum and good results obtained in all the cases.

\[ \text{Fig. 7 Sigmoid Activation Function} \]

**B. Neural Training and Error Correction Function**

The transfer function used is the sigmoid function of the form below to ensure the non-linear XOR outputs is obtained.

\[ F(x) = \frac{1}{1+e^{-x}} \]

and its derivative \[ F'(x) = F(x)(1-F(x)) \] is used to adjust the weights. The algorithm knows what output is correct when the error is getting under a threshold value.

The error of output neuron \( j \) after the activation of the network on the \( n \)-th training \( (\chi(n), d(n)) \) is \( e_j(n) = d_j(n) - y_j(n) \); and pattern error is the sum of the squared errors of the output neurons:

\[ E(n) = \frac{1}{2} \sum_{j=1}^{n} e_j^2(n) \]

\( j \) = output node.

Total mean error is calculated as the average of the network errors of the training algorithm as:

\[ E_{AV} = \frac{1}{n} \sum_{n=1}^{n} E(n) \]

The back propagation weight update rule that is used for the research is based on the gradient descent approach which is given as:

\[ w_{ji} = w_{ji} + \Delta w_{ji} \]

where \( \Delta w_{ji} = -\xi \frac{\partial E}{\partial w_{ji}} \), \( \xi > 0 \), where \( \xi \) is the gradient multiplicity coefficient or correction factor, the weights are updated using the function:

\[ V_j = \sum_{i=0}^{n} w_{ji} y_i \]

For the \( j \)-th input neuron; applying the chain rule, we have,

\[ \frac{\partial E}{\partial w_{ji}} = \frac{\partial E}{\partial v_j} \frac{\partial v_j}{\partial w_{ji}} \]

But the error signal of \( j \) can be defined as:

\[ \delta_j = -\frac{\partial E}{\partial v_j}, \quad \text{therefore} \quad \frac{\partial v_j}{\partial w_{ji}} = y_i, \]

and can be substituted above as:

\[ \Delta w_{ji} = \xi \delta_j y_i \]

The output weights can be updated using the weight change \( \Delta w_{ji} \) to update the error signal \( \delta_j \) of neuron \( j \) depending on the condition on whether \( j \) is an output or a hidden neuron.

**C. Training the Algorithm with LBPH**

In achieving our objectives, firstly, we need to train the algorithm, to do this, there is need to use a dataset with the facial images of the people we want to recognize. Also there is a need to set an ID (it may be a number or the name of the person) for each image, so the algorithm will use this information to recognize an input image and gives an output. The images of the same person must have a one-to-one correspondence with the person's ID [8].

\[ \text{Fig. 8 The Training Process with Back Propagation} [5] \]
D. Coding Method and Assignment

The methods adopted in this research for the two efficient input neurons used are the Shape of the face in terms of the dimensionality and distances between its members, and the color of the face. These two biometric characteristics are classified as:

- The shape of the face (normal, under influence, masked), the normal character means that the images are taken when the person is under normal expression of the face, this is given a higher weight in the neural architecture as the threshold value to be detected by the neuron when it searches for resemblance in the database. The term under the influence is used to denote certain facial expressions in a particular mood of the person, and these include; Anger, Happiness, Surprising behaviors.
- The condition of facial expressions creates a problem because of its ability to change the facial personal details such as the distance between the eyebrows and the iris in case of anger or surprising behaviors or change in size of mouth in case of happiness. This classification is given a lower percentage for the neurons not to mistakenly access these biometric characters under the influence of certain expressions.

The third classification under shape of the face is when the person is masked or used a makeup, this can also change the lower eyebrows, therefore the neurons are guided not to pick this as a resemblance, and a lower weight is attached to this for the neurons to avoid during face recognition.

The color input neurons (fair, gray, dark), these are the classifications to be used by the neurons in other to perform facial recognition in terms of the color of the images in database, for the purpose of clear identification by neurons in this research, gray color has been given a higher weights, which is same color used in the LBPH, while other colors are given very low weights to guide the neurons during the training for resemblance.

The selection procedures are as follows: The coding procedures as they are fed into the algorithm can be selected according to the following rules, $S_i^{x_1}, S_i^{x_2}, C_i^{x_3}, L$ in the sequence one, or $S_i^{x_1}, S_i^{x_2}, C_i^{x_3}, L$ in sequence two and these selections can be viewed from the table below. It is worth noting that the last digit in all the cases is the bias, which is always digit 1. This is the way digits have been supplied to the python program written for the neurons training.

### TABLE I

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>1011</td>
<td>30</td>
<td>1011</td>
<td>15</td>
<td>1011</td>
</tr>
<tr>
<td>22</td>
<td>0011</td>
<td>31</td>
<td>10011</td>
<td>16</td>
<td>1001</td>
</tr>
<tr>
<td>23</td>
<td>0011</td>
<td>32</td>
<td>1011</td>
<td>17</td>
<td>0101</td>
</tr>
<tr>
<td>24</td>
<td>1001</td>
<td>33</td>
<td>1001</td>
<td>26</td>
<td>1011</td>
</tr>
<tr>
<td>25</td>
<td>1001</td>
<td>34</td>
<td>1001</td>
<td>43</td>
<td>1001</td>
</tr>
<tr>
<td>26</td>
<td>1001</td>
<td>3</td>
<td>1011</td>
<td>45</td>
<td>1011</td>
</tr>
<tr>
<td>27</td>
<td>1011</td>
<td>3</td>
<td>1011</td>
<td>45</td>
<td>1011</td>
</tr>
<tr>
<td>28</td>
<td>0001</td>
<td>11</td>
<td>1011</td>
<td>47</td>
<td>1011</td>
</tr>
<tr>
<td>29</td>
<td>1011</td>
<td>12</td>
<td>0011</td>
<td>37</td>
<td>1011</td>
</tr>
</tbody>
</table>

E. Performing the Face Recognition

There are four basic functions performed by the algorithm as follows; (i) capturing, i.e. the process of identifying a physical or behavioral, where a template is captured by the system, (ii) extraction; when a unique data is collected from the physical or behavioral, where a template is captured by the system, (iii) capturing, i.e. the process of identifying a new sample to create a template, (iv) matching: a decision tool which decides if the features collected from the new sample is of good resemblance

The algorithm analyses the relative position, size, color and shape of the eye relative to the mouth or jaw and check whether it matches the template supplied during the training period [4]. In this process, the tracking of images is done to know if it is higher than the threshold value in the neural network. In cases of characteristics under certain influences of expressions, the neurons are trained to output value far away from the threshold value; in this case the LBPH algorithm traps the images in the grid and binary value equivalents in order to perform a facial recognition exercise.

IX. RESULTS AND DISCUSSION

A. The Face Recognition Procedures
1. Datasets stage
2. Training stage
3. Recognition stage

B. Datasets Stage

This project uses the LBPH algorithm in OpenCV to perform face recognition. In order to use this algorithm, there is a need to create a set of training data with pictures of faces that will be recognized by the system. The database of contained large number of images which have been trained using the command line:

```
“haarcascade_frontalface_default.xml” which is a cascade function trained from a lot of negative images. It is then used to detect similar objects in other images.
```

To generate images of the people who will be recognized by the system, the “face_datasets.py” script command line was
run. This script takes pictures with the camera connected to the Raspberry Pi and writes them to the datasets directory (which will be created by the script if it does not exist). With the box hardware assembled and powered up, which was connected to the Raspberry Pi in a terminal session and navigated to the directory in the project software and executed the following command to run the script below:

```
Python face_datasets.py --face cascades/haarcascade_frontalface_default.xml
```

After waiting a few moments for the python script to load, a dialog box popped up with a video live stream of the environment detected by the camera, and then detects a face. After detecting a face from the live stream, the face is extracted from the environment and saved in the datasets directory.

The algorithm for the datasets is shown in Fig. 10:

![Fig. 10 Face Dataset Algorithm](image-url)
C. Training Stage

After detecting and extracting a number of faces for the datasets, the next step is to run the trainer. The Python script to perform the training is Python training.py -face cascades/haarcascade_frontalface_default.xml, by connecting the Raspberry Pi in a terminal session and navigating to the directory with the project software and executing the command line.

Thereafter, running the script, the training begins by displaying the numbers of users consecutively till the end of the dataset. The training time depends on the number of dataset images to be trained.

Once the training is complete, the training data would be stored in the trainer directory as 'trainer.yml', as can be seen in the Fig. 12. The algorithm for training the images in the dataset is shown in Fig. 11:

![Fig. 11 Dataset Training Algorithm](image-url)
D. Recognition Stage

In order to recognize people, their faces must have been extracted by the ‘datasets algorithm’ and also trained using the ‘training algorithm’ (which uses the LBPH).

The box hardware assembled and powered up, was connected to the Raspberry Pi in a terminal session and navigated to the directory which contains the project software, datasets sub-director, and the trainer sub-directory, then executed the following command line to run the script below:

```
Python face_recognition.py --face cascades/haarcascade_frontalface_default.xml
```

After waiting a few moments for the script to load, a dialog box pops up with a video live stream of the environment detected by the camera, detects a face. The extracted face is processed and compared with the database and the training file. If the extracted face is recognized, it displays the name (which has been inputted in the recognizer algorithm of the user), as in Figs. 13 (a) and (b).
X. FACE RECOGNITION BY THE NEURAL NETWORK

The research made a critical comparison using the algorithm configured with Raspberry Pi 3 model and the machine learning algorithm written in python. The output from the LBPH which was made of gray color is an indication that the neurons are intelligent in detecting the faces of the resemblance images. The results of the 200epoch runs showed that the neurons are effective in the Face recognition exercise. The neurons after the training actually predicted an XOR output as expected from Raspberry Pi 3 model.
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