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Abstract—In this modern era of automation, most of the academic exams and competitive exams are Multiple Choice Questions (MCQ). The responses of these MCQ based exams are recorded in the Optical Mark Reader (OMR) sheet. Evaluation of the OMR sheet requires separate specialized machines for scanning and marking. The sheets used by these machines are special and costs more than a normal sheet. Available process is non-economical and dependent on paper thickness, scanning quality, paper orientation, special hardware and customized software. This study tries to tackle the problem of evaluating the OMR sheet without any special hardware and making the whole process economical. We propose an image processing based algorithm which can be used to read and evaluate the scanned OMR sheets with no special hardware required. It will eliminate the use of special OMR sheet. Responses recorded in normal image is enough for evaluation. The proposed system takes care of color, brightness, rotation, little imperfections in the OMR sheet images.
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I. INTRODUCTION

OPTICAL MARK RECOGNITION (OMR) is technique widely used in education sector. Most of the schools, colleges and exams use it to record answers. The answer sheet checking system has become much easier, powerful, and automatic using OMR [1], [2]. Currently the authorities have to use dedicated scanner, special OMR software and sheets to evaluate the responses. The small organizations or institutes, authorities cannot use OMR due to the limitation that a dedicated system is required to evaluate the OMR sheet, which is not an economically viable option. In this paper we are presenting an Image Processing based approach to evaluate the OMR sheet which works pretty well detecting the OMR responses. We want to automate the work of OMR correction to be smart, intelligent and economical. Using the approach we proposed a totally free solution can be developed where the image of the OMR sheet can be fed into the algorithm which will do the evaluation the OMR sheet and provide the scores. It can take care of different orientation of the images, detect responses and will provide the scores in real time.

We take input the image of the OMR, this image can be a normal image of OMR sheet, there is no special need of the dedicated scanner and special OMR paper. We take into account that the image can be little distorted or misaligned. Our algorithm runs on this image and tries to evaluate it. We try to find out all the regions of interest(ROI), i.e. circles in OMR sheet. We pass this input image through Hough circle transformation [3], which runs in solution domain and tries to find out all the circles in the image. We consider that the Hough transform may not give accurate results. After Hough transform, there might be a few circles that hough transformation was not be able to detect and there might be some false circles detected by the algorithm. To rectify the errors from circle detection, we use the special fact that the OMR sheet circles are in grid, the circles are vertically and horizontally parallel. We leverage this characteristic of the OMR sheet and do regression by defining a error function and minimizing it. At the end of the regression process we end up finding out vertically parallel lines which fits into most of our detected circle. Once all the circles of the sheet are detected with their centres using hough transform and parallel lines interpolation, we detect the options marked by the student. For that we perform binary thresholding on the image followed by a voting scheme to figure out the student responses and evaluate the sheet comparing it with the correct responses.

II. RELATED WORK

The OMR machines expects a fixed dimension OMR sheet on a constant dots per inch (dpi). So the ROI(Region of interest) is determined and fixed. Most of the current systems and algorithms leverage the special scanning for finding the ROI, they do not try to find out the circles but rely heavily on the scanning and OMR sheet characteristics. There are few attempts by the people to simplify this process and develop image processing based algorithm. There are efforts to do the tilt correction in the scanning but it also leverage proper scanning for finding ROI [4]. For mitigating the minor scanning errors the softwares leverage the existence of pointers on both side of the papers and with the help of those it matches the rows and does the tilt correction. OMR sheet with the special marking is shown in the Fig. 1 The paper [1] talks about a finding ROI and applying template based matching algorithm for the evaluation. This work [5] tries to register the image based on the two squares, they find the angle of the rotation based on the top two square and then rotate the whole image in opposite direction to counterfeilt the rotation. This work [6] does the tilt correction using the top left and top right boxes finding the angle of rotation of the scanned image. They do flag points searching which is the marker at the beginning of each answers.

III. ALGORITHM

Most of the work trying to make OMR using image processing uses a predefined grid-based system in which prior
Fig. 1 Traditional OMR sheet showing the black marks (used for tilt correction) on the sheet boundaries

knowledge about the distance between different circles need to be known in advanced. They use dots on the top of the grid to detect any tilt and measure the length of the image. Based upon that, they correct the image for any inclination or tilt and try to fit the template to the image. They already know the position of the circles of non-tilted, particular size image. Thus, they will fail if the position of circles is changed, e.g. the spacing between the rows or columns might increase. If the scanning method changes or the OMR sheet changes the approaches will fail to evaluate the sheet.

We tested a completely different approach in which we focused on detecting all the circles we could in the image and from that find the circles marked in the image.

One of the challenges in detecting circles is that we need to detect them all so that given a circle, we could know which question number and option that circle belongs to. We implemented the code in python and used opencv library. The outline of the algorithm is described below

A. Input Image

We tested the algorithm on the image of an OMR sheet. Multiple scanned images of the OMR sheet were taken for testing. Fig. 3 shows the image on which the approach was tested. We also tilted the image to different inclinations and tested our algorithm. The tilted images are shown in Fig. 9. Current algorithm works on OMR sheets with circles, it will not work with OMR sheets of other shapes. Though a variant of our algorithm will work fine on it, where the first step will be replaced with the respective transformation for detecting the new shapes.

B. Hough Circle Transform

Hough Circle Transform is a technique used to identify circles in an image [7], [8]. It first detects edges in the image. It is a kind of voting based algorithm where each edge votes for a circle at center $x,y$ and radius $r$ if such a circle passes through the edge point. If a circle receives more than a particular number of votes, it is chosen to be a valid circle. A list of all such circles is returned. We have used opencv implementation of the Hough circle transform. It requires single channel image, so the image is first converted to gray scale. Then we fed that gray scale image to Hough circle transform algorithm. The minimum vote was kept to 11, min distance between two circles to 25, max radius to 20. We assumed that the circles radius will be less than 20. For radius less than 20 pixels, if even 11 pixels fit the circle equation, it will work fine because of oval nature of the options in OMR sheet. As the radius can be up to 20 pixels, we can assume that the center of any other option is at least $20+5$ pixels away from a detected option (giving 5 pixels as minimum spacing one may expect).
Fig. 4 Input Image overlapped with the circles detected from Hough circle transformation algorithm

The problem with Hough circle Transform is that it is not able to detect all the circles and also gives false circles as shown in Fig. 4. Some circles are always left undetected. To tackle this situation for detecting all the circles, we used parallel line interpolation as explained in the next section.

C. Parallel Line Interpolation

As explained above, all the circles are not detected by the Hough Circle Transform. We use a special property of the OMR sheet to find all the circles. The responses are one after the other and there are 4 options available. This means that there exists four parallel lines passing through all the real circles. Though Hough circles is not able to find all the circles, it is able to find majority of them. This means, that if we interpolate four parallel lines passing through detected circles centers, it will pass through missing circles too. Based on the idea above, we come up with an error minimization method to find the four parallel lines passing through detected circles. We define the equation of the first parallel line as

\[ my = x + c \]  \hspace{1cm} (1)

where \( y \) is the \( Y \) coordinate, \( x \) is the \( X \) coordinate, \( m \) is the inverse of the slope of the parallel lines, \( c \) is the \( y \) intercept for line.

Slope for lines parallel to it will be same, only their \( y \) intercept will change, as the distance between two adjacent parallel lines will be same,

So the other lines will have the respective equations:

\[ my = x + c + \alpha \]  \hspace{1cm} (2)
\[ my = x + c + 2\alpha \]  \hspace{1cm} (3)
\[ my = x + c + 3\alpha \]  \hspace{1cm} (4)

where \( \alpha \) is the difference in \( y \) intercept of two adjacent lines.

The joint equation of four parallel lines is

\[ z = (my - x - c) * (my - x - c - \alpha) * (my - x - c - 2\alpha) * (my - x - c - 3\alpha) \]  \hspace{1cm} (5)

We measure the error, \( E \) as

\[ E = \sum_i [(my_i - x_i - c) * (my_i - x_i - c - \alpha) * (my_i - x_i - c - 2\alpha) * (my_i - x_i - c - 3\alpha)] \]  \hspace{1cm} (6)

where, \((x_i, y_i)\) are the \( x \) and \( y \) coordinates of \( i^{th} \) circle centre.

For the line to best fit the circles data, \( E \) should be minimum. We optimize the parameters of the line \( m, c \) and \( \alpha \) to find our set of parallel lines. Fig. 5 shows the lines passing through the circles. One can use a gradient descent [9] to minimize the Loss function and find out optimal set of \( m, c \) and \( \alpha \). But since there were only 3 parameters to optimize upon we find it more convenient to iterate toward all the possible values of the parameters with small increments and choose the parameters which gives the minimum loss. After we have the equations of the parallel lines, we know that actual circles should also pass through these parallel lines, so we will detect all of them now.
D. Estimating Circles

We have got a set of four parallel lines passing through all the circles. Each line passes through one option, e.g. Line 1 passes through option 1 circle of all the questions. We have some missing circles which we need to find. We consider only those circles whose centers are less than their radius away from the line. Let's call the circles with radius distance away be circles Included.

For circle \( C_i \) in circles Included, we can find all the other 3 circles for that particular question as they exist on a line \( L \) which is perpendicular to our 4 parallel lines and passes through the center of circle \( C_i \). Thus at the points of intersection of line \( L \) with our parallel lines are the centers of all the 4 options of a particular question.

The slope of parallel lines is \( 1/m \). Thus the slope of line \( L \) will be \( -m \) by using this property of perpendicular lines.

Thus equation of line \( L \) will be

\[
y = -mx + c_{\text{new}}
\]

This line passes through circle \( C_i \), let \( pq \) be the \( x,y \) coordinates of the center of circle \( C_i \). Thus,

\[
q = -mp + c_{\text{new}}
\]

\[
c_{\text{new}} = q + mp
\]

Now we know the equation for line \( L \). The other options for the question can be found by solving equation of line \( L \) with each of the parallel lines. Solving (7) with (1)-(4) simultaneously gives the \( x,y \) coordinates of the four options.

\[
X = \left( (cc + c_{\text{new}} * m) / (m * m + 1) \right)
\]

where \( cc = c \) for line 1, \( c + \alpha \) for line 2, \( c + 2\alpha \) for line 3 and \( c + 3\alpha \) for line 4.

By this technique, even if there is only one circle out of four for a particular question in circles Included, we are able to estimate the remaining circle. We have also tried to find the grid by finding the horizontal lines perpendicular to the vertical lines and find the ROI. The approach of finding grid also gives the same kind of results and can be used interchangeably. As hough transform works fairly well leaving very few circles undetected, there is atleast one circle detected for every question. Thus we are able to estimate the correct centers for all the circles using current approach. The approach of finding grid has advantage and will be independent of the above assumptions. Fig. 6 shows all the circles detected.

E. Black Circle Detection and Marking

After we have successfully located the centers of all the circles, we can now check for each circle which one is marked and evaluate the sheet. To check whether the circle is blackened or not, first we convert the input image into a binary image using binary thresholding [10], [11]. The converted binary image is shown in Fig. 7. Then for a circle \( C \), the sum of intensities of the binary image is calculated in the area of a square having \( C \) as its incircle. If the sum exceeds \( \text{area of square} * 200 \) it is not marked, else it is marked. The detected black bubbles are shown in Fig. 7.
exactly which option of a question a student has marked, it is then compared to a database containing actual answers and the OMR sheet is evaluated.

IV. RESULTS

We tested the proposed algorithm on straight images as well as on tilted images. After full processing we were able to detect and evaluate these OMR sheets Figs. 8 and 9 without leaving any circles and responses undetected. However there were images where we were unable to detect few circles. We tested 10 different scanned images of OMR sheets and the summary of the results is given in the following Table I.

V. LIMITATION

Though the algorithm is more generalized than those already there, we need to define some hyper-parameters. Like we need to have a rough idea about the radius of the circles in pixels. This problem too could be generalized by choosing a wide range of radius while using Hough circle transform and choosing the range which produces the most circles. We also need to specify the size of the accumulator for hough transform. That again can be estimated based on the radius which can be estimated as mentioned previously. The algorithm can be easily extended to multiple valid options and multiple columns OMR sheets. We have considered the options to be circular in shape. However for the other shape OMR sheets we have to use specific algorithms to detect those shape in OMR sheet.
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