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Abstract—Automation technologies for agriculture field are needed to promote labor-saving. One of the most relevant problems in automated agriculture is represented by controlling the robot along a predetermined path in presence of rough terrain or incline ground. Unfortunately, disturbances originating from interaction with the ground, such as slipping, make it quite difficult to achieve the required accuracy. In general, it is required to move within 5-10 cm accuracy with respect to the predetermined path. Moreover, lateral velocity caused by gravity on the incline field also affects slipping. In this paper, a path-tracking controller for tracked mobile robots moving on rough terrains of incline field such as vineyard is presented. The controller is composed of a disturbance observer and an adaptive controller based on the kinematic model of the robot. The disturbance observer measures the difference between the measured and the reference yaw rate and linear velocity in order to estimate slip. Then, the adaptive controller adapts “virtual” parameter of the kinematics model: Instantaneous Centers of Rotation (ICRs). Finally, target angular velocity reference is computed according to the adapted parameter. This solution allows estimating the effects of slip without making the model too complex. Finally, the effectiveness of the proposed solution is tested in a simulation environment.
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I. INTRODUCTION

WITH rises in global population comes the problem of food shortages. For instance, in Japan the number of farmers is decreasing, while their average age is rapidly increasing. In the near future, this situation will likely result in shortages in food production [1]. Eventually, the same issue is expected to happen all over the world. For these reasons, automation technologies such as autonomous driving are needed to work large fields with fewer farmers. On the other hand, environmental problems such as soil structure damage have been identified due to the increasing size of agricultural machines, especially in northern Europe. To this regard, small-sized tracked machines could represent a promising solution in the scientific literature, several studies tackling the problem of slip estimation have been proposed. For instance, an approach based on gyro sensors and encoders has been proposed in [4]. Unfortunately, the estimated slip ratio is not accurate enough for being used in real-world applications. Approaches based on Kalman filtering have also been proposed to estimate and/or compensate slip phenomena [5]-[8]. Alternative solutions, relying on both dynamic models and Kalman filtering, proved to be effective in estimating slipping or, alternatively, in identifying the resulting variation of the ICRs [6]. However, the main limitation of these approaches consists of limited robustness with respect to rapidly changing soil conditions or inclined fields. In order to address these shortcomings, techniques based on disturbance observation have been recently proposed [9], [10]. The disturbance observer (DOB) basically consists of an inner-loop controller, whose primary role is to compensate uncertainty in the plant and to reject exogenous process disturbances, thus making the inner-loop behave-like the nominal plant model.

The main contribution of this paper consists of the design of a control algorithm for tracked vehicles. This algorithm ensures path-tracking capabilities while moving in presence of slip phenomena that are due to either rough terrain and/or ground inclination. At first, slipping rejection is realized by using the DOB to adapt the target velocities (linear and angular) computed by the tracking controller. Unfortunately, this solution does not perform very well on inclined fields, since in these scenarios slipping is mainly due to the lateral velocity caused by gravity. Nevertheless, whenever the robot slips, its linear velocity and turning radius change. Virtually, this situation is equivalent to considering ICRs as time-varying parameters, rather than fixed quantities. Consequently, slip rejection can be achieved by integrating a parametric kinematic model of the robot inside the control algorithm, thus allowing to define virtual ICRs and to compensate slipping by adapting the virtual kinematic parameter. As a result, the main advantages of this approach consist in eliminating the need to: (i) either measure or estimate the dynamic parameters of the system; (ii) re-tune control gains whenever soil conditions change.

Furthermore, the presence of ridges requires agriculture vehicles to move within 5-10 cm accuracy with respect to the predetermined path. Unfortunately, the effect of gravity on inclined fields (such as vineyards) may generate slipping phenomena, thus making it quite difficult for the robot to achieve the required accuracy. Moreover, slipping depends on soil conditions, which in turn depend on geographical location, climate and other environmental factors, that cannot be modelled in a simple and accurate way. In the scientific literature, several studies tackling the problem of slip estimation have been proposed. For instance, an approach based on gyro sensors and encoders has been proposed in [4]. Unfortunately, the estimated slip ratio is not accurate enough for being used in real-world applications. Approaches based on Kalman filtering have also been proposed to estimate and/or compensate slip phenomena [5]-[8]. Alternative solutions, relying on both dynamic models and Kalman filtering, proved to be effective in estimating slipping or, alternatively, in identifying the resulting variation of the ICRs [6]. However, the main limitation of these approaches consists of limited robustness with respect to rapidly changing soil conditions or inclined fields. In order to address these shortcomings, techniques based on disturbance observation have been recently proposed [9], [10]. The disturbance observer (DOB) basically consists of an inner-loop controller, whose primary role is to compensate uncertainly in the plant and to reject exogenous process disturbances, thus making the inner-loop behave-like the nominal plant model.

The main contribution of this paper consists of the design of a control algorithm for tracked vehicles. This algorithm ensures path-tracking capabilities while moving in presence of slip phenomena that are due to either rough terrain and/or ground inclination. At first, slipping rejection is realized by using the DOB to adapt the target velocities (linear and angular) computed by the tracking controller. Unfortunately, this solution does not perform very well on inclined fields, since in these scenarios slipping is mainly due to the lateral velocity caused by gravity. Nevertheless, whenever the robot slips, its linear velocity and turning radius change. Virtually, this situation is equivalent to considering ICRs as time-varying parameters, rather than fixed quantities. Consequently, slip rejection can be achieved by integrating a parametric kinematic model of the robot inside the control algorithm, thus allowing to define virtual ICRs and to compensate slipping by adapting the virtual kinematic parameter. As a result, the main advantages of this approach consist in eliminating the need to: (i) either measure or estimate the dynamic parameters of the system; (ii) re-tune control gains whenever soil conditions change.

Furthermore, the presence of ridges requires agriculture vehicles to move within 5-10 cm accuracy with respect to the predetermined path. Unfortunately, the effect of gravity on inclined fields (such as vineyards) may generate slipping phenomena, thus making it quite difficult for the robot to achieve the required accuracy. Moreover, slipping depends on soil conditions, which in turn depend on geographical location, climate and other environmental factors, that cannot be modelled in a simple and accurate way. In the scientific literature, several studies tackling the problem of slip estimation have been proposed. For instance, an approach based on gyro sensors and encoders has been proposed in [4]. Unfortunately, the estimated slip ratio is not accurate enough for being used in real-world applications. Approaches based on Kalman filtering have also been proposed to estimate and/or compensate slip phenomena [5]-[8]. Alternative solutions, relying on both dynamic models and Kalman filtering, proved to be effective in estimating slipping or, alternatively, in identifying the resulting variation of the ICRs [6]. However, the main limitation of these approaches consists of limited robustness with respect to rapidly changing soil conditions or inclined fields. In order to address these shortcomings, techniques based on disturbance observation have been recently proposed [9], [10]. The disturbance observer (DOB) basically consists of an inner-loop controller, whose primary role is to compensate uncertainly in the plant and to reject exogenous process disturbances, thus making the inner-loop behave-like the nominal plant model.

The main contribution of this paper consists of the design of a control algorithm for tracked vehicles. This algorithm ensures path-tracking capabilities while moving in presence of slip phenomena that are due to either rough terrain and/or ground inclination. At first, slipping rejection is realized by using the DOB to adapt the target velocities (linear and angular) computed by the tracking controller. Unfortunately, this solution does not perform very well on inclined fields, since in these scenarios slipping is mainly due to the lateral velocity caused by gravity. Nevertheless, whenever the robot slips, its linear velocity and turning radius change. Virtually, this situation is equivalent to considering ICRs as time-varying parameters, rather than fixed quantities. Consequently, slip rejection can be achieved by integrating a parametric kinematic model of the robot inside the control algorithm, thus allowing to define virtual ICRs and to compensate slipping by adapting the virtual kinematic parameter. As a result, the main advantages of this approach consist in eliminating the need to: (i) either measure or estimate the dynamic parameters of the system; (ii) re-tune control gains whenever soil conditions change.

Furthermore, the presence of ridges requires agriculture vehicles to move within 5-10 cm accuracy with respect to the predetermined path. Unfortunately, the effect of gravity on inclined fields (such as vineyards) may generate slipping phenomena, thus making it quite difficult for the robot to achieve the required accuracy. Moreover, slipping depends on soil conditions, which in turn depend on geographical location, climate and other environmental factors, that cannot be modelled in a simple and accurate way. In the scientific literature, several studies tackling the problem of slip estimation have been proposed. For instance, an approach based on gyro sensors and encoders has been proposed in [4]. Unfortunately, the estimated slip ratio is not accurate enough for being used in real-world applications. Approaches based on Kalman filtering have also been proposed to estimate and/or compensate slip phenomena [5]-[8]. Alternative solutions, relying on both dynamic models and Kalman filtering, proved to be effective in estimating slipping or, alternatively, in identifying the resulting variation of the ICRs [6]. However, the main limitation of these approaches consists of limited robustness with respect to rapidly changing soil conditions or inclined fields. In order to address these shortcomings, techniques based on disturbance observation have been recently proposed [9], [10]. The disturbance observer (DOB) basically consists of an inner-loop controller, whose primary role is to compensate uncertainly in the plant and to reject exogenous process disturbances, thus making the inner-loop behave-like the nominal plant model.

The main contribution of this paper consists of the design of a control algorithm for tracked vehicles. This algorithm ensures path-tracking capabilities while moving in presence of slip phenomena that are due to either rough terrain and/or ground inclination. At first, slipping rejection is realized by using the DOB to adapt the target velocities (linear and angular) computed by the tracking controller. Unfortunately, this solution does not perform very well on inclined fields, since in these scenarios slipping is mainly due to the lateral velocity caused by gravity. Nevertheless, whenever the robot slips, its linear velocity and turning radius change. Virtually, this situation is equivalent to considering ICRs as time-varying parameters, rather than fixed quantities. Consequently, slip rejection can be achieved by integrating a parametric kinematic model of the robot inside the control algorithm, thus allowing to define virtual ICRs and to compensate slipping by adapting the virtual kinematic parameter. As a result, the main advantages of this approach consist in eliminating the need to: (i) either measure or estimate the dynamic parameters of the system; (ii) re-tune control gains whenever soil conditions change.

The main contribution of this paper consists of the design of a control algorithm for tracked vehicles. This algorithm ensures path-tracking capabilities while moving in presence of slip phenomena that are due to either rough terrain and/or ground inclination. At first, slipping rejection is realized by using the DOB to adapt the target velocities (linear and angular) computed by the tracking controller. Unfortunately, this solution does not perform very well on inclined fields, since in these scenarios slipping is mainly due to the lateral velocity caused by gravity. Nevertheless, whenever the robot slips, its linear velocity and turning radius change. Virtually, this situation is equivalent to considering ICRs as time-varying parameters, rather than fixed quantities. Consequently, slip rejection can be achieved by integrating a parametric kinematic model of the robot inside the control algorithm, thus allowing to define virtual ICRs and to compensate slipping by adapting the virtual kinematic parameter. As a result, the main advantages of this approach consist in eliminating the need to: (i) either measure or estimate the dynamic parameters of the system; (ii) re-tune control gains whenever soil conditions change.
The remainder of this paper is structured as follows: in Section II we introduce the kinematic model of the robot and we describe the proposed controller. Then, in Section III, simulation results are presented and a comparison between the proposed controller and a conventional Lyapunov-based control law is discussed. Finally, conclusions are summarized in Section IV.

II. PATH-TRACKING CONTROL ALGORITHM

A. Kinematic Model of the Robot

Fig. 1 shows the kinematic model of the tracked robot, where:
- \( a \) is the vehicle’s tread (i.e. the distance between the left track and the right one);
- \( \theta \) is the robot orientation with respect to the Cartesian Frame x-y;
- \( v \) is the vehicle linear velocity;
- \( \omega \) is the vehicle angular velocity;

![Vehicle model](image)

We consider a typical differential drive robot, whose kinematics can be modelled as follows [11]:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta}
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & 0 \\
\sin \theta & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
v \\
\omega
\end{bmatrix}
\]  

(1)

It is worth noticing that this kinematic model does not take into account slipping and skidding.

B. Path-Tracking Controller

The path-tracking problem is controlling linear and angular velocities such that the robot’s trajectory follows a reference robot’s trajectory as the reference path at a desired speed. The reference robot model is the following:

\[
\begin{bmatrix}
\dot{x}_r \\
\dot{y}_r \\
\dot{\theta}_r
\end{bmatrix} =
\begin{bmatrix}
\cos \theta_r & 0 \\
\sin \theta_r & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
v_r \\
\omega_r
\end{bmatrix}
\]  

(2)

where \( v_r \) is the reference linear velocity, and \( \omega_r \) is the reference angular velocity. We assume that \( v_r \) and \( \omega_r \), as well as their derivatives, are bounded. Moreover, we suppose that they do not tend to zero simultaneously. Given these hypothesis, we can define the equivalent trajectory tracking errors as:

\[
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_r - x \\
y_r - y \\
\theta_r - \theta
\end{bmatrix}
\]  

(3)

According to [12], the following function

\[ V_1 = \frac{1}{2}(\epsilon_1^2 + \epsilon_2^2) + \frac{1}{k_2}\epsilon_3 \]  

(4)

is a valid Lyapunov function, provided that target velocities are set as follows:

\[
\begin{align*}
v_d &= K_1 \epsilon_1 + v_r \cos \epsilon_3 \\
\omega_d &= K_3 \sin \epsilon_3 + K_2 v_r \omega + \omega_r
\end{align*}
\]  

(5)

where \( K_1, K_2 \) and \( K_3 \) are control gains. Please notice that, at this stage, the control law ensures the convergence to zero of the errors, but it does not take into account slipping.

To compensate this phenomenon, we implement the DOB for both linear and angular velocity, as shown in Fig. 2. For the sake of clarity, the block labelled as “Path Tracking Control” refers to (5). We also consider the location of the ICRs as an unknown parameter that is estimated by the “Adaptive Control” block (\( x_{ICR} \)) and sent as input to the Angular velocity DOB.

C. Disturbance Observer

Let us consider the side slipping due to lateral velocity caused by gravity on the incline field. According to [6], [13], we can re-write the robot kinematics model including the lateral velocity as:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta}
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
v \\
n_v \\
\omega
\end{bmatrix}
\]  

(6)

where \( n_v \) is lateral velocity, and \( x_{ICR} \) is the ICR location on the longitudinal direction. We assume that both \( n_v \) and its derivative are bounded and we define the nominal model of the Angular velocity DOB according to (6). Then, we consider the location of the ICR as an unknown parameter, thus using as input the virtual ICR location (\( x_{ICR} \)) estimated by the adaptive controller. Finally, we define \( Q \) as the low-pass filter. As a result, we obtain the angular velocity DOB shown in Fig. 3.

Moving to the linear velocity, the nominal model is simply equal to “1”, as it is shown Fig. 4. Given their structure, the two DOBs are able to compensate slip phenomena, thus guaranteeing that the system behaves as its nominal model [14].

D. Adaptive Control

In the previous section, we re-defined the angular velocity according to (6). Let us consider the Lyapunov function (4) again and let us compute the derivatives of (3), by substituting (5) and (6):

\[
\begin{align*}
\dot{\epsilon}_1 &= v_r \cos \epsilon_3 + e_3 \dot{\theta} - v \\
\dot{\epsilon}_2 &= v_r \sin \epsilon_3 - e_3 \dot{\theta} - v_y \\
\dot{\epsilon}_3 &= \omega_r - \omega - \frac{v_y}{x_{ICR}}
\end{align*}
\]  

(7)
Then, the derivative of (4) can be computed as:

\[ V_1 = -e_1^2 K_1 - \frac{K_2}{K_2} (\sin e_3)^2 - (e_2 + \frac{\sin e_3}{K_2 x_{ICR}}) v_y \]  

(8)

Now, let us introduce another Lyapunov candidate function, named \( V_2 \):

\[ V_2 = V_1 + \frac{1}{2} y_d^2 \]  

(9)

where \( y_d \) is the vehicle lateral displacement generated by \( v_y \) (\( y_d = v_y \)). Since the tracked robot cannot move along this direction, \( y_d \) necessarily represents the lateral deviation caused by side slipping. By differentiating (9), we obtain:

\[ V_2 = V_1 + y_d v_y \]  

(10)

If we define the estimate of the virtual ICR location \( x_{ICR} \) as:

\[ \tilde{x}_{ICR} = -\frac{1}{K_2} \sin e_3 e_2 - K_4 v_y y_d \]  

(12)

where \( K_4 \) is a positive control gain, we get:

\[ \dot{V}_2 = - K_1 e_1^2 - \frac{K_2}{K_2} (\sin e_3)^2 - K_4 v_y^2 \leq 0. \]  

(13)

Since \( V_2 \) is bounded from below and \( \dot{V}_2 \) is negative semi-definite, \( V_2 \) converges to a finite limit. As a consequence, \( e_1, e_2, e_3 \) and \( y_d \) are all bounded. Moreover, by considering (7) and (13), the second derivative of \( V_2 \) can be written as

\[ \ddot{V}_2 = -2 K_4 e_1 \left( v \cos e_3 + e_2 \left( \omega_r - \frac{v_y}{x_{ICR}} \right) - v \right) - 2 \frac{K_2}{K_2} \sin e_3 \cos e_3 \left( \omega_r - \omega - \frac{v_y}{x_{ICR}} - 2 K_4 v_y v_y \right) \]  

(14)

From the above results, and since \( v_y \) and its derivative are bounded, we can state that also \( \dot{V}_2 \) is bounded. Given the fact that: (i) \( V_2 \) is continuously differentiable respect to time, (ii) \( V_2 \) converges to some constant value, (iii) \( V_2 \) is bounded, by Barbalat’s lemma, \( V_2 \rightarrow 0 \) as \( t \rightarrow \infty \) [15], [16]. As a result, \( e_1, e_2, e_3 \) and \( v_y \) converge to zero. Moreover, the limit of the derivative of \( e_1 \) can be computed by combining (5) and (7), thus obtaining:

\[ \lim_{t \to \infty} e_1(t) = \lim_{t \to \infty} \left( K_2 e_2 v_r + \omega_r \right) = 0. \]  

(15)

Therefore, given a persistent reference signal \( (\lim_{t \to \infty} v_r \neq 0) \), either \( e_2 \rightarrow 0 \) or \( e_2 \rightarrow -\omega_r / K_2 v_r \) as \( t \rightarrow \infty \).

Let’s assume at first that \( e_2 \rightarrow -\omega_r / K_2 v_r \) as \( t \rightarrow \infty \). In this case the derivative of \( e_1 \) and \( e_2 \) can be computed by combining once again (5) and (7):
\[ e_1 \rightarrow -K_1 e_1 - \frac{1}{K_2} \frac{\alpha_y e_1}{s_{ICR}} + K_3 \sin(e_3) \]  

(16)

\[ e_3 \rightarrow \omega_r - K_3 \sin(e_3) - \frac{\nu_y}{s_{ICR}} \]  

(17)

As a consequence, \( \dot{V}_2 \) can be expressed in the following form:

\[ \dot{V}_2 = -K_1 e_1^2 - \frac{K_2}{K_2} (\sin(e_3))^2 - K_4 \nu_y^2 - \frac{\omega_r \nu_y e_1}{K_2 \nu_y \sin(e_3)} - \frac{K_6 \alpha_r \nu_y^2 e_1}{\nu_y \sin(e_3)} \]  

(18)

Equation (18) is not negative semi-definite. Since this result contradicts (13), in order to satisfy (15) it is necessary that \( e_2 \rightarrow 0 \) as \( t \rightarrow \infty \).

III. SIMULATION RESULTS

A. Simulation Model

The experimental platform used to test our controller is the Xbot, an electrically driven tracked mobile robot manufactured by Dronyx [17]. Fig. 5 shows the Xbot and its simulation model using V-Rep simulation environment [18]. Table I displays the main specification data of the Xbot.

![Fig. 5 Xbot in simulation and real field](image)

**TABLE I**

<table>
<thead>
<tr>
<th>Specification Data of Xbot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specifications</td>
</tr>
<tr>
<td>Weight</td>
</tr>
<tr>
<td>Maximum payload</td>
</tr>
<tr>
<td>Maximum speed</td>
</tr>
<tr>
<td>Dimensions</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

In order to simulate the motion of the tracks, we use a wheel-based model, as shown in Fig. 6. The system contains 6 rollers per side that are in contact with the ground surface. The vehicle is able to move thanks to the friction force generated by each wheel. The friction force is computed by the Vortex physical engine developed by CM Labs [19]. Further details regarding the simulation models of the tracks can be found in [20].

B. Simulation Results

Moving to simulation results, Fig. 7 shows the comparison between the robot trajectory obtained in simulation and its counterpart experimentally measured on asphalt ground, proving that the proposed simulation model is accurate enough for our purpose. On the other hand, Fig. 8 shows an example of simulation inside a vineyard-like environment, where we set the incline angle to 10 degrees.

![Fig. 6 Wheel-based track model](image)

![Fig. 7 Comparison of simulation and experimental results](image)

![Fig. 8 Vineyard-like simulation environment](image)

A first simulation is performed by making the robot climb along a straight reference path. In order to simulate slipping phenomena (due for instance to the presence of mud) we reduce the target speed of the right track by 20% in the interval...
between 10 and 13 seconds from the simulation start. We refer to the Lyapunov-based control law (5) as “Conventional controller”, while we refer to our proposed controller as “Adaptive DOB”. We set the target speed as 0.5 m/s, and controller gains as \((K_1, K_2, K_3, K_4) = (1.2, 1.8, 2.0, 0.5)\) for both controllers. Finally, the cut off frequency of the low pass filter inside to DOB is set to 2 Hz. Fig. 9 shows how the two controllers are able to track the straight reference path, but it also demonstrates the superior performance of the Adaptive DOB in terms of reduce lateral deviation from the reference path.

More in depth, Fig. 10 shows the lateral error, i.e. the tracking error \(e_2\) in (3). Before the robot starts slipping (i.e. prior to 10 sec) the two controllers entail similar performance. As soon as the robot starts slipping, the conventional controller is not able to reject the disturbance effectively and the lateral error significantly increases. On the other hand, the Adaptive DOB is able to reject the slipping and to limit the lateral error.

We also compared the performance of the different control algorithms in terms of Root Mean Square Errors, as it is shown in Table II. As expected, the Adaptive DOB performs better than both the Conventional controller and the Normal DOB.

Finally, Fig. 13 shows the results corresponding to a third simulation scenario, where the robot climbs the fields with a linear speed of 0.7 m/s before making a 270 degrees turn. Once again, Fig. 14 shows the lateral error. Not differently from the previous simulations, the adaptive DOB demonstrates superior performance in terms of reduced lateral error. As far as RMSE is concerned, Table III shows that the Adaptive DOB...
TABLE III
SIMULATION RESULTS (RMSE)

<table>
<thead>
<tr>
<th>Error</th>
<th>Conventional controller</th>
<th>Adaptive DOB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral error</td>
<td>4.6 cm</td>
<td>2.6 cm</td>
</tr>
</tbody>
</table>

Fig. 13 Tracking trajectory about third scenario

Fig. 14 Lateral error about third scenario

IV. CONCLUSION

In this paper, we propose a control algorithm for tracked vehicles that ensures path-tracking capabilities while moving in presence of slip phenomena, due to either rough terrain and/or ground inclination. The algorithm relies on the combination between a DOB and a parametric kinematic model in order to compensate slip phenomena. An adaptive control law allows to modify the parameter of the model in order to let the DOB robustly compensate slipping. The performance of the proposed controller is verified in simulation environment. A comparison between the proposed controller and a more conventional one is also discussed.
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