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Abstract—Since its inception, predictive analysis has revolutionized the IT industry through its robustness and decision-making facilities. It involves the application of a set of data processing techniques and algorithms in order to create predictive models. Its principle is based on finding relationships between explanatory variables and the predicted variables. Past occurrences are exploited to predict and to derive the unknown outcome. With the advent of big data, many studies have suggested the use of predictive analytics in order to process and analyze big data. Nevertheless, they have been curbed by the limits of classical methods of predictive analysis in case of a large amount of data. In fact, because of their volumes, their nature (semi or unstructured) and their variety, it is impossible to analyze efficiently big data via classical methods of predictive analysis. The authors attribute this weakness to the fact that predictive analysis algorithms do not allow the parallelization and distribution of calculation. In this paper, we propose to extend the predictive analysis algorithm, Classification And Regression Trees (CART), in order to adapt it for big data analysis. The major changes of this algorithm are presented and then a version of the extended algorithm is defined in order to make it applicable for a huge quantity of data.
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I. INTRODUCTION

In recent years, the big data phenomenon has drained the emergency of a large number of analysis algorithms. The importance of business analytics for this process has been well established. Almost all domains such as social management (e.g. smart cities), business (e.g. manufacturing and marketing), education, health, security, environment (e.g. monitoring, protection, and industrial symbiosis, etc.), energy, and sciences (especially in physics, astronomy, biology, ecology, and earth science) have raised the challenge of accessing, managing and analyzing rapidly expanding big data.

The aim of predictive analytics is to identify future events. Their respective probabilities are also important outputs. It uses mathematical and historical data to generate new information, to predict new situations, and derive outcomes and their respective probabilities.

Predictive analytics can be applied to a variety of fields: business processes, finance, government, etc. Predictive analysis has shown its magnitude in the big data field: More data we have, better are the results. Nevertheless, despite the efficiency of existent predictive analysis algorithms, many of them are not suitable for huge data quantity. The studies applying these algorithms on big data are not numerous and it is still a topical research field. This can be attributed to the fact that behind the simplified notion of predictive analytics the choice of a relative algorithm is also a recurrent question in the literature. The criteria allowing the choice of an algorithm depend on the size and the nature of the data. They depend also on what to do with the results, and on the type of platform deployment used, etc.

The aim of this work is to study the concept of predictive analysis in the context of big data. Since deployment platforms of data storage systems are numerous: cloud, Map-Reduce, parallel machines, etc., we have chosen to focus on the Map-Reduce platform. The remainder of this paper is organized as follows. Section II describes literature review. Section III presents the application of predictive analysis for big data. Section IV illustrates tests realized on real big data. Finally, concluding remarks are made in Section V.

II. LITERATURE REVIEW

Predictive analytics has its origin in the 1940s, when governments started using the first computational models. With non-linear programming and real-time analytics, data analytics and prescriptive analytics go mainstream and become available to all organizations [3].

Siegel [1] defines predictive analysis as the technology which learns from experiences (data) to predict the future individuals’ behaviors in order to take the best decisions [4].

For [5], predictive analysis, often called advanced analysis is a series of analytical techniques and statistics allowing the prediction of actions or futures [3].

Gartner [7] distinguished between analytical analysis and other analysis. According to him, there are four kinds of analysis: Descriptive analysis, diagnostic analysis, predictive analysis and prescriptive analysis. Descriptive Analysis deals with the past and tries to understand the impact of the present (business analysis). Diagnostic analysis provides answers to the questions about the reasons, the effects, and the interactions or events sequences. Predictive analysis looks towards the future and gives, on the basis of data exploration, machine learning and other statistical methods the probability of future events. Prescriptive analysis goes a step further than predictive analytics. It provides recommendations on the ways to affect a particular trend.

In order to summarize: the Predictive Analysis is an exploration technique allowing extraction and analysis of data in order to predict future trends, events and reasons of
behaviors. The accuracy of the results depends enormously on the data analysis and the hypothesis quality. The heart of the predictive analysis is based on capturing relationships between data from the past and the utilization of these relations to predict futures results and to take decisions.

The aim of this work is to implement a parallel version Map-Reduce adapted to the application of the algorithm CART on the big data. In the rest of this work, we will explain the concepts Big Data and Map-Reduce. We will show the impact of these notions on the predictive analysis world. In the literature review, we can find several data structures allowing making an effective predictive model. As already mentioned, predictive analysis algorithms are relevant for the case of big data. This is done by parallelizing some instructions of these algorithms, instructions which can be executed at the same time.

There are many techniques allowing parallelizing sequential processing of an algorithm, among we can found Map-Reduce. Before presenting the concept of Map-Reduce and big Data, we have to introduce the notion of parallel programming.

B. Big Data

The term “Big Data” means mega data, large data or massive data. It designates impressive volumes of data which are created daily by humans, organizations, connected objects and machines. Nevertheless, there is no universal definition to the concept of big data: The users and the providers of services do not give the same definition. For many researchers, big data refers to “the 3Vs”, Volume for the huge amount of data, Variety for the speed of data creation, and Velocity for the growing unstructured data [2].

The processing of this amount of data cannot be done with classical existing techniques, because it will generate a very expensive cost in execution time. That is why parallelism is a practical way in order to pass to the scale. In this context, we can find Map-Reduce which is one of the most used patterns allowing tasks repartition for data utilization and processing.

C. Parallel Programming

It can be defined as the simultaneous execution of a set of algorithm instructions [13]. These instructions must be executed in parallel without causing errors or deadlocks in the final results. The parallelization can be also in the execution of the same program on several fragments of a file or a system and returning results to the father system. In this work, we focus on Map-Reduce for big data.

1. Map-Reduce

Map-Reduce is a programming model allowing the development and test of programs dedicated to the analysis of distributed big data [14]. Its aim is to automate the calculation parallelization and distribution. It requires neither supervision system nor user expertise in parallel calculation. The system manages the parallel processing, the coordination and the failure tasks execution. The role of the user is to define and to implement the too functions Map and Reduce. Fig. 2 summarizes the execution steps of a Map-Reduce program:

2. CART Algorithm

CART’s principle is to build a binary tree using Gini index as a segmentation criterion and a post-pruning operation. It is a very effective algorithm, used for classification and regression. Based on a set of records, it uses Gini index to build a maximal tree. Then, it simplifies this tree owing to post-pruning operation. In the following, Gini criterion and the phases of the algorithm are explained.

a. Gini Criterion

Gini coefficient is a statistical measurement of the dispersion of a given population [15]. Its formula is:

\[
\text{Gini}(S) = \sum_{i=1}^{m} f_i (1 - f_i) = 1 - \sum_{i=1}^{m} f_i^2
\]
\[ f_i = \frac{\text{card}(S_i)}{\text{card}(S)} \]

Fig. 2 The steps of a Map/Reduce algorithm execution [14]

Suppose, a set of data records of the shape \((x_1, x_2, \ldots, x_n, y)\), where, \(x_i\) are the prediction variables and \(y\) a variable to predict. Assuming that \(y\) takes \(m\) possible values (so we have \(m\) possible classes). \(S\) means the set of records and \(S_i\) is the group of records belonging to the class \(i\).

b. CART Phases

The major phases of CART algorithm are: Construction of CART maximal tree and CART Post-pruning [16]. These steps are described in details in the next paragraphs.

Construction of CART Maximal Tree

CART starts with the construction of a non-simplified maximal tree which takes into consideration all the available data records, the process is as follows: The tree constructed by our algorithm is generated from a set of data records called learning data \((x_1, x_2, \ldots, x_n, y)\), where each \(x_i\) is called an attribute. Each \(x_i\) will be an internal node or root in the maximal tree \(T_{max}\). The values taken by “\(y\)” are membership’s classes and they are represented in the leaves tree.

CART starts by asking all possible binary questions for each attribute in order to determine the root of the tree. The chosen question is that which will maximize the information gain expressed as follows:

\[
\text{Gain}(x_i) = \text{Gini}(S) - f_{x_i} \cdot \text{Gini}(S_{x_i}) - (1 - f_{x_i}) \cdot \text{Gini}(S_{\neg x_i})
\]

\(S\): the set of records; \(x_i\): The attribute \(x_i\), it takes two values: \(x_i = a\) or \(x_i = \neg a\). \(S_a\): the records for which \(x_i = a\). \(S_{\neg a}\): the records for which \(x_i = \neg a\). \(f_{x_i} = \frac{\text{card}(S_{x_i})}{\text{card}(S)}\).

We do this process for each attribute in order to determine the question to ask for each of them. The question asked at the tree root is that, giving the maximum gain.

We do recursively the same process for the two branches of the tree. We stop when one of the three cases occurs:

1. When a node where all the examples have the same class is reached. This node becomes terminal (a leave) and it is attributed the corresponding class.
2. When a node with few examples (10% or less of the total records [15]) is reached. This node becomes terminal and it is attributed the majority class. If there is not a majority class in the considered set, all the set is taken otherwise, a random class is attributed.
3. In the case where there is no attribute for dividing, the node becomes terminal and it is attributed a class, as in 2.

CART Post-Pruning

Once the tree \(T_{max}\) is built, CART calculates for each node, a complexity criterion on the basis of the fault produced by the learning game. A leaf will replace the one having the less value. The same work is done on the resulting tree until to reach the root. At the end of this process, a succession of nested trees \(T_1, T_2, \ldots, T_n\) are obtained, where \(T_n\) is the root of \(T_{max}\). Then, a validation set, different from the learning set is used. The tree that makes the least mistakes is returned par the algorithm.

In the next paragraph, we will explain the utilization of the algorithm CART extended for prediction in big data.

III. APPLICATION OF PREDICTIVE ANALYSIS FOR BIG DATA

Our idea was to define models of parallel programming for predictive algorithms, for using them on big data. Our proposition is then defining a Map-Reduce version of CART and applying it on big data. CART’s principle is to build a binary tree using Gini index as a segmentation criterion and a post-pruning operation. It is a very effective algorithm, used for classification and regression.

The proposed parallel version is based on the parallelization of the algorithm calculation with Map Reduce. We distinguish: The calculation of the majority class at stop tests, the calculation of Gini criterion, the calculation of the criterion error of each tree node in the pruning phase, and the calculation of the number of errors made by each tree in the pruning phase. Furthermore, it is necessary to parallelize the process of each attribute (Fig. 3).

Considering that the attributes of a data set are independents from each other, different calculations can be done at the same time on these attributes: In the construction phase of the Max-Tree, binary questions on different attributes can be generated simultaneously. In the pruning phase, errors gains of the attributes can be calculated at the same time. And, also at the pruning step, the validation of the nested trees validation can be made using the validation data set. In the same way, trees tests are done in parallel. On this basis, our extended algorithm can be described as follow:
A. Max-Tree Computing

Calculations in this parallel version of CART are mainly based on the Map-Reduce programming model. The algorithm performs its different calculations at the same time on all fragments of the working file. This will ensure the processing speed. In order to validate our systems, we have performed three tests. The first data tests are the parameters of motor vehicle quality parameters. In this test, the quality of a vehicle depends on a set of attributes (number of places, security, maintenance, etc.). Extended CART has learnt the prediction of a vehicle quality from these attributes.

The second test is an anonymous game; the gamers who are the attributes perform actions which are attributes’ values. Each series of actions results in their game success or failure. The third test is also a game; it contains all the possibilities of scattering pieces in a part of tic-tac-toe between two gamers. The program will predict if there will be a winner according to the distribution of the pieces in the game.

In these three tests, we have divided data sets in three parts: One part has been used for the learning phase. The second part used for the pruning step in order to choose the optimal tree. And a part dedicated to prediction. The tree predicts the results and then we compare it to input data. The results are presented in Table I.

Our program is performing because its predictions are correct in more 65% of cases. On the basis of 71 tested cases, only 10 cases do not match the reality. This means it has predicted correctly 61 outputs on 71. The maximum number of errors is in the 3rd example: 22 errors on 71 lines and even in this test, it has predicted correctly more than 65% of examples (49 lines on 71).

V. CONCLUSION

In this paper, we have tried to marry two big concepts: Predictive Analysis and Big Data. Our proposition has been materialized by CART extension which has been tested for three data sets. Our conclusion is that this extended algorithm can be used as a decision support system in various fields. From the theoretical point of view, we can say that our goal is achieved. In order to increase the speed of processing, we can parallelize all the “parallelizable” processes (not only calculations). This can be done by defining Map-Reduce models for all the program parts. Nevertheless, the experimental side can be improved as the execution of the program in a multi node Hadoop environment. This will increase significantly the processes speed and can give interesting results.
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