A Study on Neural Network Training Algorithm for Multiface Detection in Static Images

Zulhadi Zakaria, Nor Ashidi Mat Isa and Shahrel A. Suandi, Member IEEE

I. INTRODUCTION

This paper is part of a case study to apply artificial neural networks (ANN) for face detection in static images. The Combining Skin Color and Neural Network for Multiface Detection in Static Images was explain in our previous paper [1]. Now the performance (speed processing and high accuracy result) of training algorithm that been used in that Detection system is our research target. Fig. 1 shows the system architecture of Multiface Detection System for Static Image.

II. SYSTEM ARCHITECTURE

Fig. 2 System Flow Neural Network Classification Model

Referring to Fig. 2 above, system implementation begins with creating training database. Then, neural network model such as training function, architecture and parameter were initialized.

A. Training Database

75 images as face and 55 images as non-images is used as training images. Fig. 3 shows the faces images database and Fig. 4 shows non-faces images.
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hidden, 1 output). Fig. 5 below shows the neural network architecture of feed forward neural network with one hundred neurons in the hidden layer and one neuron in the output layer for classification task.

C. Train Network: Neural Network Training algorithm

Backpropagation is widely used to solve many classification problems by using the concept of Multilayer Perceptron (MLP) training and testing. However, the major disadvantages of BP are its convergence rate relatively slow [2] and being trapped at the local minima. But there are many solutions proposed by many neural network researchers to overcome the slow converge rate problem.

Therefore, many powerful optimization algorithms have been devised, most of which have been based on simple gradient descent algorithm as explain by C.M. Bishop [3] such as conjugate gradient decent, scaled conjugate gradient descent, quasi-Newton BFGS and Levenberg-Marquardt methods.

Next section, the training algorithm that is use in Matlab to implement in Multiface Detection System is described.

D. Training Algorithms in MATLAB

In the Neural Network model by using MATLAB, there were several training algorithms which have a variety of different computation and storage requirements. However, no one algorithm is best suited to all application. In our works, we try to implement our system by using a few Conjugate Gradient Algorithms, Quasi-Newton Algorithms and Heuristics Algorithms.

Numerical optimization techniques for neural network training include three types such as Conjugate gradient, Quasi-Newton and Levenberg-Marquardt. However in this paper, the conjugate gradient and Quasi-Newton only is used.

III. System Parameters

System was developed by using Matlab software and SCG training parameters are determines such like epochs, show, goal, time, min_grad, max_fail, sigma, and lambda. The parameter for learning rate is between 0.3 and 0.6, the epochs is 400, the error goal is about 1e\(^{-3}\). Sigma parameter is used to determine changes in weight for second derivative approach. The SCG routine requires more iteration to converge than the other conjugate gradient algorithms, but the number of computations in each iteration is significantly reduced because no line search is performed [4].

To determine changes in weight and bias, learning rate lr multiplied by the negative slope If the level of learning is too large, then the algorithm will become unstable while on the contrary, algorithms take a long time to Converge [4].

Based on the Multifaces detection problems in Matlab, learning rate between 0.3 to 0.5 is used to determine the length of the weight update (step size) which is adjusted at each iteration. A search is made along the conjugate gradient direction to determine the step size, which minimizes the performance function along that line.

IV. Conjugate Gradient Algorithms

Conjugate gradient is the most popular iterative method for solving large systems of linear equations [5]. In the first iteration usually the conjugate gradient algorithm will find the steep descent direction. This paper will describe 3 types of conjugate Gradient Algorithms Such as Scaled Gradient Conjugate Backpropogation(SCG), conjugate gradient backpropagation with Polak-Riebre Updates(CGP), conjugate gradient backpropagation with Fletcher-Reeves updates(CGF).

Approximate solution, \(x_k\) for conjugate gradient iteration is described as formulas below [6]:

\[
x_k = x_{k-1} + \alpha_k d_{k-1}
\]

k will always be the iteration index, \(\alpha_k\) is the length of the step preformed at iteration k, \(d_k\) is search direction, \(r_k\) is residual vector and \(\beta_k\) is improvement. Formula (2),(3),(4),(5) shows the relative component of approximate solution for conjugate gradient.

\[
\alpha_k = \left( r^T_{k-1} r_{k-1} / (d^T_{k-1} A d_{k-1}) \right)
\]

\[
d_k = r_{k-1} + \beta_k d_{k-1}
\]

\[
r_k = r_{k-1} - \alpha_k A d_{k-1}
\]

\[
\beta_k = \left( r^T_k r_k / (r^T_{k-1} r_{k-1}) \right)
\]

A. Scaled Gradient Conjugate Backpropogation(SCG)

SCG is a second order Conjugate Gradient Algorithm that help minimize goal functions of several variables. This theoretical foundations was prove by Moller[6] which remains first order techniques in first derivatives like standard backpropagation and find the better way to a local minimum in second order techniques in second derivatives.

SCG use a step size scaling mechanism avoids a time consuming line-search per learning iteration, which makes the algorithm faster than other second order algorithms recently proposed. Base on the Moller[6], SCG methods shows superlinear convergence on most problems.
B. Conjugate Gradient Backpropagation with Fletcher-Reeves Updates (CGF)

Second version of the conjugate gradient algorithm was proposed by Fletcher-Reeves. As with the Polak and Ribiére algorithm, the search direction at each iteration is computed by equation (6) below.

\[ \beta_k = \frac{g_k^T g_k}{g_{k-1}^T g_{k-1}} \]  

(6)

C. Conjugate Gradient Backpropagation with Polak-Ribiere Updates (CGP)

Another version of the conjugate gradient algorithm was proposed by Polak and Ribiére. The search direction at each iteration is same like SCG search direction equation. However for the Polak-Ribiére update, the constant beta, \( \beta_k \) is computed by equation (7) below.

\[ \beta_k = \frac{\Delta g_k^T g_k}{g_{k-1}^T g_{k-1}} \]  

(7)

V. OTHER ALGORITHMS

A. Quasi-Newton Algorithms (One-Step Secant Backpropagation (OSS))

An alternative way to speed up the conjugate gradient optimization is Newton’s method. The basic step of Newton’s method shows in equation (8) below.

\[ x_{k-1} = x_k - A_k^{-1} g_k \]  

(8)

\( A_k \) is the Hessian matrix of the performance index at the current values of the weights and biases. Refer to [4] Newton’s method converges faster than conjugate gradient methods.

BFGS algorithm requires much more time for storage and computation compared with OSS algorithms. However, conjugate gradient algorithms require less storage and computation per epoch compared with the OSS algorithm. It can be considered a compromise between full quasi-Newton algorithms and conjugate gradient algorithms [4].

B. Heuristics Algorithms (Resilient Backpropagation (RP))

The purpose of the resilient backpropagation training algorithm is to eliminate these harmful effects of the magnitudes of the partial derivatives [4].

VI. EXPERIMENTS RESULT

Depending on the number of active neurons, the models usually took 3 to 100 seconds to be fitted using dual 1MHz PC-compatible computers. MATLAB software is used to perform calculations. In the five training algorithms experiments, 40 random test images from Caltech [7], Georgia [8], UCD Color Database [9] and Yahoo database are tested and the results are shown in Table 1 below. The best performance from this experiment suggests the appropriate training algorithm.

![Fig. 6 Comparative of training algorithms processing time(s) classification](image1)

![Fig. 7 Comparative of training algorithms accuracy(s) classification](image2)

From Table 1, scaled conjugate gradient backpropagation is found to be the best performance compare with other algorithms in accuracy and processing time aspects. As a result, scaled conjugated gradient backpropagation is used as the training algorithm for proposed system.
For overall performance, the experiments show that SCG produces feasible results in terms of convergence time and classification percentage.

Based on the Fig. 8 below, the SCG routine can require more iteration to converge than the other conjugate gradient algorithms, but the number of computations in each iteration is significantly reduced because no line search is performed.

**Fig. 8 Comparison of Convergence between five training algorithm**

**VII. DATA ANALYSIS**

All tested Artificial Neural Network (ANN) were feed-forward networks in which the neuronal signals were processed by a nonlinear hidden layer of units, which used the so-called tan-sigmoid output function [10] that fed into a linear output layer that predicted the position signals. There was one output for ANNs used for estimating position of multiface in static images.

Several different algorithms for training the networks were evaluated: classical backpropagation with variable learning rates, scale gradient conjugate, conjugate gradient with Polak-Ribiere updates, conjugate gradient with Fletcher-Reeves updates, one secant and resilient were tested as well, but were found to require too much RAM memory to allow PC-compatible computers to be used efficiently. Empirically, it was found that the fastest fitting of the models and the best predictions of face position were obtained using one hidden layer with 100 units. The Gradient Descent with Adaptive Learning rate as out training algorithm was test but the data was over-fitting. However Levenberg-Marquardt training algorithm cannot be done because the network is very large and run out of memory after we run using MATLAB.

**VIII. DISCUSSION AND CONCLUSIONS**

The conjugate gradient algorithms, in particular trainseg, seem to perform well over a wide variety of problems, particularly for networks with a large number of weights. The SCG algorithm is almost as fast as the LM algorithm on function approximation problems (faster for large networks) and is almost as fast as RP on pattern recognition problems. Its performance does not degrade as quickly as RP performance does when the error is reduced. The conjugate gradient algorithms have relatively modest memory requirements [4].

The SCG Method avoids a time consuming line-search per learning iteration, which takes the algorithm faster than other second order Conjugate Gradient algorithms, Quasi-Newton algorithms and Heuristics algorithms for multiface detection system in static images. This work has shown good results, with the SCG technique, using neural network model architecture. However, in a future work, more samples to train the classifiers are considered to use.

The RP function is the fastest algorithm on pattern recognition problems. However, it does not perform well on function approximation problems. Its performance also degrades as the error goal is reduced. The memory requirements for this algorithm are relatively small in comparison to the other algorithms considered.
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