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Abstract—The information systems with incomplete attribute values and fuzzy decisions commonly exist in practical problems. On the base of the notion of variable precision rough set model for incomplete information system and the rough set model for incomplete and fuzzy decision information system, the variable rough set model for incomplete and fuzzy decision information system is constructed, which is the generalization of the variable precision rough set model for incomplete information system and that of rough set model for incomplete and fuzzy decision information system. The knowledge reduction and heuristic algorithm, built on the method and theory of precision reduction, are proposed.
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I. INTRODUCTION

ROUGH set theory, proposed by Polish mathematician Professor Z. Pawlak in 1982, is an excellent method to acquire knowledge, and the traditional rough set theory can only process complete information system, but there are rather more incomplete or fuzzy information system in applications, the classical rough set can not handle them because of weak power of data acquisition, therefore the Pawlak’s rough set theory must be extended in order to overcome the problem. At the present, there are mainly two approaches to extend the classical rough set theory from complete information system to incomplete information system. The first is indirect method that transforms an incomplete decision information system into complete decision information system by adding attribute values to missing values. The second is direct method that extends the relative concepts in classical rough set theory to those in incomplete decision information system, which is studied with great concentrations by many researchers all over the world. M.Kryszkiewicz proposed tolerance relation in incomplete information system [1]--[2]. R.Slowinski and D.Vanderpooten extended rough set model based on valued tolerance relation and limited tolerance relation respectively in incomplete information system [4]--[5].

In many virtual realities, there exists a type of incomplete information system with decisions. Furthermore, if the decisions are unambiguous [1]--[9], then the system is incomplete decision information system which has been researching by a lot of scholars for the last years; if the decisions are fuzzy, then the system is incomplete and fuzzy decision information system that has not been deeply discussed until now. This paper, based on the previous researching on the incomplete and fuzzy decision information system [10]--[12], introduces a new approach by virtue of variable precision rough set model for incomplete information system [13] to construct a new kind of rough set model which will be called variable rough set model for incomplete and fuzzy decision information system, which is a generalization of rough set model for incomplete decision information system and is also that for complete fuzzy decision information system. Theory and method of attribute reduction under variable rough set model are suggested in this paper.

This paper is structured as follows: Section 2 introduces the variable precision rough set model and its properties for incomplete information system. Section 3 presents the concept of incomplete and fuzzy decision information system. Section 4 proposes the variable rough set model for incomplete and fuzzy decision information system. Section 5 provides the method of knowledge reduction for the incomplete and fuzzy decision information system based on the variable rough set model. Section 6 shows a sample. Finally, section 7 concludes this paper.

II. THE VARIABLE PRECISION ROUGH SET MODEL FOR INCOMPLETE INFORMATION SYSTEM [13]

We ever studied deeply the rough set models and their knowledge reduction for the incomplete and fuzzy decision information system by use of tolerance relation and nonsymmetrical similarity relation [10]--[12], but the description of the relation between objects is not sufficiently precise because of adopting tolerance relation or similarity relation instead of equivalence relation. Naturally we associate that it is necessary to establish a new model with fuzzy measurement for every object. For this reason, we introduce a series of concepts below.

Definition 1 Let \( S = (U, A, V, f) \) be an incomplete
III. THE CONCEPT OF INCOMPLETE AND Fuzzy Decision Information System

Based on the concept of incomplete information system and that of fuzzy decision information system, we shall introduce the concept of incomplete and fuzzy decision information system as follows.

Definition 3 [10]--[12] Incomplete and fuzzy decision information system, denoted still by \( S \), is defined as:

\[
\]

Where:

- \( (1) \) \( U \) is a nonempty finite set of objects, i.e., \( U = \{x_1, x_2, \ldots, x_j\} \);
- \( (2) \) \( A \) is a nonempty finite set of condition attributes, i.e., \( A = \{a_1, a_2, \ldots, a_k\} \);
- \( (3) \) \( F = \{f_1, f_2, \ldots, f_m\} \) is a set of condition attribute mappings, \( f_j : U \rightarrow V_j \), \( j \leq m \), and there is at least a \( V_j \) containing null values \( * \), \( V = \bigcup_{i=1}^{m} V_j \);
- \( (4) \) \( D \) is a nonempty finite set of decision attributes, i.e., \( D = \{d_1, d_2, \ldots, d_p\} \);
- \( (5) \) \( G = \{g_1, g_2, \ldots, g_p\} \) is a set of fuzzy decision mappings, \( g_i : U \rightarrow W_i \), \( W_i \in (\mathbb{F}(U)) \), \( W = \bigcup_{i=1}^{p} W_i \) and \( W_i(x) \in [0,1] \), \( i \leq n, k \leq p, F(U) \) is the whole of all fuzzy sets of \( U \).

If \( p = 1 \), i.e., let \( D = \{d\} \), \( G = \{g\} \), \( W \in \mathbb{F}(U) \). Then \( S = (U, A, V, F; \{d\}, W, \{g\}) \) is called incomplete and fuzzy (single) decision information system, this type is researched in this paper. While \( p > 1 \), \( S \) is called incomplete and fuzzy multi-decision information system.

From definition 3, \( S \) is incomplete information system as \( D \), \( W \) and \( G \) are empty sets; and \( S \) is complete fuzzy decision information system as \( (U, A, V, F) \) is complete information system.

IV. THE VARIABLE ROUGH SET MODEL FOR INCOMPLETE AND Fuzzy Decision Information System

Definition 4 Let \( S = \{U, A, V, F; \{d\}, W, \{g\}\} \) be an incomplete and fuzzy decision information system, \( B \subseteq A \), \( 0 < \delta \leq 1 \), \( R^\delta_\delta(x) \) be a limited valued tolerance class of \( x \) with respect to \( B \) in incomplete space \( (U, A, V, F) \). For every \( W \in \mathbb{F}(U) \), let

\[
\overline{R^\delta_\delta(W)(x)} = \max \{\delta \cdot W(y) : y \in R^\delta_\delta(x)\},
\]

\[
\overline{R^\delta_\delta(W)(x)} = \min \{\delta \cdot W(y) : y \in R^\delta_\delta(x)\}.
\]

Where \( W(y) \) represents membership function value of \( y \). \( \overline{R^\delta_\delta(W)} \), \( \overline{R^\delta_\delta(W)} \) are called \( \delta \)--upper approximation set and \( \delta \)--lower approximation set of fuzzy set \( W \) based on tolerance degree \( k \) in incomplete space \( (U, A, V, F) \) separately. Such a rough set model, based on \( \delta \)--upper approximation set and \( \delta \)--lower approximation set, is called the variable rough set model in incomplete and fuzzy decision information system.
Theorem 1 Let \( S = \{U, A, V, F; \{d\}, W, \{g\}\} \) be an incomplete and fuzzy decision information system, \( B \subseteq A \), \( 0 \leq k \leq 1 \), \( 0 < \delta \leq 1 \). Then the following properties hold:

(1) \( R^\delta_W(W) \subseteq \overline{R^\delta_W(W)} \); (2) If \( W_1 \subseteq W_2 \), then:

\[
\overline{R^\delta_W(W_1)} \subseteq \overline{R^\delta_W(W_2)} , \quad \overline{R^\delta_W(W)} \subseteq \overline{R^\delta_W(W_2)} .
\]

Theorem 2 Let \( S = \{U, A, V, F; \{d\}, W, \{g\}\} \) be an incomplete and fuzzy decision information system, \( B \subseteq A \), \( 0 \leq k \leq 1 \), \( 0 < \delta \leq 1 \). Then:

\[
\overline{R^\delta_W(W)} \supseteq \overline{R^\delta_W(W)} \supseteq \overline{R^\delta_W(W)} \supseteq \overline{R^\delta_W(W)} .
\]

Proof According to theorem 1, we can easily prove that \( \overline{R^\delta_W(W)} \supseteq \overline{R^\delta_W(W)} \supseteq \overline{R^\delta_W(W)} \supseteq \overline{R^\delta_W(W)} \) are valid.

Now we only prove \( \overline{R^\delta_W(W)} \supseteq \overline{R^\delta_W(W)} \supseteq \overline{R^\delta_W(W)} \). In fact, for every \( x \in U \), then:

\[
\overline{R^\delta_W(W)}(x) = \max \{ \delta \cdot \overline{R^\delta_W(W)}(y) \} = \max \{ \delta \cdot \overline{R^\delta_W(W)}(y) \} \leq \min \{ \delta \cdot \overline{R^\delta_W(W)}(y) \} = \min \{ \delta \cdot \overline{R^\delta_W(W)}(y) \} = \overline{R^\delta_W(W)}(x) .
\]

Hence, \( \overline{R^\delta_W(W)}(x) \supseteq \overline{R^\delta_W(W)}(x) \).

Theorem 3 Let \( S = \{U, A, V, F; \{d\}, W, \{g\}\} \) be an incomplete and fuzzy decision information system, \( B \subseteq A \), \( 0 \leq k \leq 1 \), \( 0 < \delta \leq 1 \). For every \( x \in U \), then:

\[
\overline{R^\delta_W(W)}(x) + \overline{R^\delta_W(W)}(x) = \delta ,
\]

\[
\overline{R^\delta_W(W)}(x) + \overline{R^\delta_W(W)}(x) = \delta .
\]

Where \( \overline{W} \) is the complementary set of the fuzzy set \( W \).

Proof \( \overline{R^\delta_W(W)}(x) = \overline{R^\delta_W(W)}(x) = \max \{ \delta \cdot (1 - W(y)) \} \leq \min \{ \delta \cdot R^\delta_W(W)(x) \} = \delta \cdot \min \{ \delta \cdot R^\delta_W(W)(x) \} = \delta \cdot (1 - \min \{ \delta \cdot W(y) \} \leq \delta \cdot \min \{ \delta \cdot W(y) \} = \delta \cdot \min \{ \delta \cdot W(y) \} = \delta \cdot \min \{ \delta \cdot W(y) \} \).

Similarly, the other formula can be proved.

According to definition 4, we immediately obtain:

Theorem 4 Let \( S = \{U, A, V, F; \{d\}, W, \{g\}\} \) be an incomplete and fuzzy decision information system, \( B \subseteq A \), \( 0 \leq k \leq 1 \), \( 0 < \delta \leq 1 \). Then:

\[
\overline{R^\delta_W(W)} \subseteq \overline{R^\delta_W(W)} \subseteq \overline{R^\delta_W(W)} ,
\]

\[
\overline{R^\delta_W(W)} \subseteq \overline{R^\delta_W(W)} \subseteq \overline{R^\delta_W(W)} .
\]

V. KNOWLEDGE REDUCTION

In this section, we mainly introduce elementary theory and algorithm for knowledge reduction under variable rough set model in an incomplete and fuzzy decision information system.

A. Basic Theory for Precision Reduction

Theorem 5 Let \( S = \{U, A, V, F; \{d\}, W, \{g\}\} \) be an incomplete and fuzzy decision information system, \( B \subseteq A \), \( 0 \leq k \leq 1 \), \( 0 < \delta \leq 1 \), \( 0 < \alpha \leq \beta \leq 1 \). Then:

\[
\overline{R^\delta_W(W)}(x) \supseteq \overline{R^\delta_W(W)}(x) , \quad \overline{R^\delta_W(W)}(x) \supseteq \overline{R^\delta_W(W)}(x) .
\]

Then: \( 1 \overline{R^\delta_W(W)}(x) \) and \( \overline{R^\delta_W(W)}(x) \) monotonously decrease with regard to \( \beta \) and \( \alpha \) respectively under the containing relation of sets; (2) \( R^\delta_W(W) \subseteq \overline{R^\delta_W(W)}(x) \); (3) \( 0 \leq \beta \leq \alpha \) can be easily proved.

Especially, as \( \alpha = \beta \), \( 1 \overline{R^\delta_W(W)}(x) = \overline{R^\delta_W(W)}(x) = \overline{R^\delta_W(W)}(x) \).

Proof From the definition of \( \overline{R^\delta_W(W)}(x) \) and \( \overline{R^\delta_W(W)}(x) \), (1), (2) and (3) can be easily proved.

\[
C \subseteq B \subseteq A , \quad 0 < \delta \leq 1 , \quad 0 < \delta \leq 0 \leq \alpha , \quad \beta .
\]

Then:

(1) \( \overline{R^\delta_W(W)}(x) \subseteq \overline{R^\delta_W(W)}(x) \); (2) \( \overline{R^\delta_W(W)}(x) \subseteq \overline{R^\delta_W(W)}(x) \).

Proof (1) \( C \subseteq B \Rightarrow R^\delta_W(x) \subseteq R^\delta_W(x) \) for \( \forall x \in U \Rightarrow \max \{ \delta \cdot W(y) : y \in R^\delta_W(x) \} = \max \{ \delta \cdot W(y) : y \in R^\delta_W(x) \} \Rightarrow \overline{R^\delta_W(W)}(x) \subseteq \overline{R^\delta_W(W)}(x) \).

(2) The formula can be analogously proved.

Definition 5 Let \( S = \{U, A, V, F; \{d\}, W, \{g\}\} \) be an incomplete and fuzzy decision information system, \( B \subseteq A \), \( 0 \leq k \leq 1 \), \( 0 < \delta \leq 1 \), \( 0 < \beta \leq \alpha \leq 1 \). Then \( \alpha \) precision degree of \( W \) is defined as: \( \alpha^\delta_W(\alpha, \beta) = \overline{R^\delta_W(W)}(x) \).

And ruled: as \( \alpha^\delta_W(\alpha, \beta) = \Phi \), then \( \alpha^\delta_W(\alpha, \beta) = 1 \).

Obviously, \( 0 < \alpha^\delta_W(\alpha, \beta) \leq 1 \), and \( \alpha^\delta_W(\alpha, \beta) \) monotonously non-increasing w. r. t. \( \beta \) and is monotonously non-decreasing w. r. t. \( \alpha \).

From theorem 6 and definition 5 we instantly have:

Theorem 6 Let \( S = \{U, A, V, F; \{d\}, W, \{g\}\} \) be an incomplete and fuzzy decision information system, \( B \subseteq A \), \( 0 \leq k \leq 1 \), \( 0 < \delta \leq 1 \), \( 0 < \beta \leq \alpha \leq 1 \). Then:

\[
\overline{R^\delta_W(W)}(x) \subseteq \overline{R^\delta_W(W)}(x) , \quad \overline{R^\delta_W(W)}(x) \subseteq \overline{R^\delta_W(W)}(x) .
\]
incomplete and fuzzy decision information system, \( B \subseteq A \), \( 0 \leq k \leq 1 \) , \( 0 < \delta \leq 1 \) , \( 0 \leq \beta \leq \alpha \leq 1 \) . If 
\[ \alpha_{\alpha}^{\beta}(\alpha, \beta) = \alpha_{\alpha}^{\beta}(\alpha, \beta) \] 
\[ \alpha_{\alpha}^{\beta}(\alpha, \beta) \neq \alpha_{\alpha}^{\beta}(\alpha, \beta) \] 
for every \( C \subseteq B \). Then \( B \) is said to be \((\alpha, \beta)\) precision reduction under variable rough set model in an incomplete and fuzzy decision information system \( S \).

From definition 6 known, precision reduction ensures the ratio of the number of the certain objects that variable membership values are not less than \( \alpha \) to that of the possible objects that variable membership values are not less than \( \beta \) is variable.

From theorem 7, definition 5 and 6, we can easily associate that the following results hold.

Theorem 8 Let \( S = (U, A, V, F; \{ d \}, W, \{ g \}) \) be an incomplete and fuzzy decision information system, \( B \subseteq A \), \( 0 \leq k \leq 1 \), \( 0 < \delta \leq 1 \), \( 0 \leq \beta \leq \alpha \leq 1 \). Then \( B \) is \((\alpha, \beta)\) precision reduction under variable rough set model in an incomplete and fuzzy decision information system \( S \) if and only if \( B \) is the minimal proper subset of condition attributes which simultaneously satisfies the two equations

\[ \overline{R}_{\delta}^{\alpha}(W)_{\beta} = \overline{R}_{\delta}^{\alpha}(W)_{\beta} \text{ and } \overline{R}_{\delta}^{\alpha}(W)_{\alpha} = \overline{R}_{\delta}^{\alpha}(W)_{\alpha} \] 

B. Knowledge Reduction Algorithm

The following provides a heuristic algorithm for precision reduction.

REDUCTION ALGORITHM

**Input**: Incomplete and fuzzy decision information system \( S = (U, A, V, F; \{ d \}, W, \{ g \}) \), the valid values of \( k \), \( \delta \), \( \alpha \) and \( \beta \) (\( 0 \leq k \leq 1 \), \( 0 < \delta \leq 1 \), \( 0 \leq \beta \leq \alpha \leq 1 \)).

**Output**: Reduction \( B \) (\( B \subseteq A \)) of the system \( S \).

**Step 1.** Calculate the subsets of condition attributes \( A \) : \( B_{1}, \ldots, B_{q} \), where \( |B_{i}| = \lfloor A - 1 \rfloor \) (\( r = 1, \ldots, q \));

**Step 2.** Calculate all limited valued tolerance classes \( R_{\delta}^{\alpha}(x) \) and \( R_{\delta}^{\beta}(x) \) \((1 \leq i \leq n, 1 \leq r \leq q)\);

**Step 3.** Calculate \( \overline{R}_{\delta}^{\alpha}(W), \overline{R}_{\delta}^{\alpha}(W), \overline{R}_{\delta}^{\beta}(W) \) and \( \overline{R}_{\delta}^{\beta}(W) \) \((r = 1, \ldots, q)\);

**Step 4.** Compute \( \overline{R}_{\delta}^{\alpha}(W)_{\beta} = \overline{R}_{\delta}^{\alpha}(W)_{\beta} \), \( \overline{R}_{\delta}^{\alpha}(W)_{\alpha} \) and \( \overline{R}_{\delta}^{\beta}(W)_{\beta} = \overline{R}_{\delta}^{\beta}(W)_{\beta} \) \((r = 1, \ldots, q)\), then stop \( (A \) itself is reduction of the system \( S \));

Otherwise, \( \overline{R}_{\delta}^{\alpha}(W)_{\beta} = \overline{R}_{\delta}^{\alpha}(W)_{\beta} \) and \( \overline{R}_{\delta}^{\alpha}(W)_{\alpha} = \overline{R}_{\delta}^{\alpha}(W)_{\alpha} \), go to step 1 (consider continuously the corresponding the subsets of \( B \), until finding a \( B \subseteq B_{i} \subseteq A \) satisfies \( \overline{R}_{\delta}^{\alpha}(W)_{\beta} = \overline{R}_{\delta}^{\alpha}(W)_{\beta} \) and \( \overline{R}_{\delta}^{\alpha}(W)_{\alpha} = \overline{R}_{\delta}^{\alpha}(W)_{\alpha} \), but \( \overline{R}_{\delta}^{\alpha}(W)_{\beta} \subset \overline{R}_{\delta}^{\alpha}(W)_{\beta} \) or \( \overline{R}_{\delta}^{\alpha}(W)_{\alpha} \subset \overline{R}_{\delta}^{\alpha}(W)_{\alpha} \) for every \( C \subseteq B \)).

VI. Example

The following table gives an example of incomplete and fuzzy decision information system \( S \) [12].

<table>
<thead>
<tr>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( x_4 )</th>
<th>( x_5 )</th>
<th>( x_6 )</th>
<th>( x_7 )</th>
<th>( x_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>*</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>2</td>
<td>*</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>( a_3 )</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>2</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.8</td>
<td>0.6</td>
<td>0.9</td>
<td>0.7</td>
<td>0.8</td>
<td>0.5</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Where \( U = \{ x_1, x_2, \ldots, x_8 \} \), \( A = \{ a_1, a_2, a_3 \} \),

\[ W = 0.8/x_1 + 0.6/x_2 + 0.9/x_3 + 0.7/x_4 + 0.8/x_5 + 0.5/x_6 + 0.7/x_7 + 0.6/x_8 + 0.5/x_9 \].

If \( k = 0.2, \delta = 0.9, \alpha = \beta = 0.5 \), then \( R_{\delta}^{\alpha}(x) = \{ x_1, x_2, x_3 \} \),

\[ R_{\delta}^{\alpha}(x) = \{ x_2, x_4 \} \], \[ R_{\delta}^{\alpha}(x) = \{ x_1, x_3 \} \], \[ R_{\delta}^{\alpha}(x) = \{ x_1, x_2, x_4 \} \],

\[ R_{\delta}^{\alpha}(x) = \{ x_1, x_2, x_3 \} \], \[ R_{\delta}^{\alpha}(x) = \{ x_2, x_4 \} \], \[ R_{\delta}^{\alpha}(x) = \{ x_5, x_7 \} \],

\[ R_{\delta}^{\alpha}(x) = \{ x_6, x_8 \} \].

\[ \overline{R}_{\delta}^{\alpha}(W)_{\beta} = 0.72/x_1 + 0.63/x_2 + 0.81/x_3 + 0.72/x_4 + 0.72/x_5 + 0.54/x_6 + 0.81/x_7 + 0.54/x_8 + 0.45/x_9 \].

\[ \overline{R}_{\delta}^{\alpha}(W)_{\alpha} = 0.63/x_1 + 0.54/x_2 + 0.63/x_3 + 0.54/x_4 + 0.63/x_5 + 0.45/x_6 + 0.63/x_7 + 0.45/x_8 + 0.45/x_9 \].

\[ \overline{R}_{\delta}^{\alpha}(W)_{\beta} = \{ x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8 \} \],

\[ \overline{R}_{\delta}^{\alpha}(W)_{\alpha} = \{ x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8 \} \].

Then \( \overline{R}_{\delta}^{\alpha}(W)_{\beta} \supset \overline{R}_{\delta}^{\alpha}(W)_{\alpha} \). Furthermore we can still compute

\[ \overline{R}_{\delta}^{\alpha}(W)_{\beta} \cap \overline{R}_{\delta}^{\alpha}(W)_{\alpha} \supset \overline{R}_{\delta}^{\alpha}(W)_{\beta} \cap \overline{R}_{\delta}^{\alpha}(W)_{\alpha} \] .

Therefore \( B_2 \subseteq \{ a_1, a_2 \} \) is a \((0.5, 0.5)\) reduction of the incomplete and fuzzy decision information system \( S \).

(2) Let \( B_2 = \{ a_1, a_2 \} \), \( B_3 = \{ a_1, a_2 \} \). By similarly calculating, we can obtain: \( B_2 \) and \( B_3 \) are not the reductions of \( S \).

VII. Conclusions

The information system with both incomplete information and fuzzy decisions is general and important practice problem to be studied. In this paper, on the base of notion of the variable precision rough set model and the concept of incomplete and fuzzy decision information system, the variable rough set model of incomplete and fuzzy decision information system, based on limited valued tolerance relation, is proposed, which is generalization for rough set model of incomplete and fuzzy decision information system, which is of course generalization for rough set model of incomplete
information system and that of complete fuzzy decision information system. Knowledge reduction and its algorithm ascertaining precision degree unchanged are developed.
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