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Abstract—Compaction testing methods allow at-speed detecting of errors while possessing low cost of implementation. Owing to this distinctive feature, compaction methods have been widely used for built-in testing, as well as external testing. In the latter case, the bandwidth requirements to the automated test equipment employed are relaxed which reduces the overall cost of testing. Concurrent compaction testing methods use operational signals to detect misbehavior of the device under test and do not require input test stimuli. These methods have been employed for digital systems only. In the present work, we extend the use of compaction methods for concurrent testing of analog-to-digital converters. We estimate tolerance bounds for the result of compaction and evaluate the aliasing rate.
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I. INTRODUCTION

Modern very large-scale integrated mixed-signal devices often incorporate a microcontroller, field-programmable gate array and programmable analog [1]. These devices, referred to as systems-on-chip can represent a complete solution for many tasks. A task typically involves the acquisition of analog signals with further conversion to discrete form, digital processing, and the final conversion of the results back to analog form. Conversion of analog signals to digital form is performed by an analog-to-digital converter (ADC), whereas the opposite process is done by a digital-to-analog converter (DAC). An SOC may contain few ADCs and DACs.

The complexity of an ADC is normally much higher than that of a DAC. This makes an ADC more vulnerable to failures. In addition to sudden failures, it can be subject to gradual failures due to the presence of analog components. Even small deviations of the parameters of these components may drastically influence the overall operation of the device. The more accurate an ADC, the greater could be the effect. It is therefore equally important to detect any of these types of a failure in the operation of an ADC.

Advances in digital testing have allowed the creation of a low-cost at-speed concurrent testing technique based on compaction [2]. The compaction technique has also been adopted for mixed-signal circuits [3]. However, the method examined in [3] is non-concurrent (off-line). Consequently, it requires the system under test to be switched off the normal operation and analog test stimuli to be applied to its inputs. Unlike to the purely digital signals, generation of accurate analog stimuli is not as easy of a task. Apparently, this problem would disappear with the development of a concurrent testing technique for an ADC. In the present work, we consider such a technique. The known off-line mixed-signal system compaction methods are based on the estimation of the sum (signature) of the digitized analog signals appearing at the test point during the test session. The signature is then compared against the fault-free circuit signature subject to tolerance bounds. These bounds have been estimated experimentally. We show how to calculate them theoretically, thereby making the process more accurate and defining the theoretically achievable limit. The aliasing rate will also be evaluated.

Failures in a system manifest themselves as errors. The problem of efficient error control has been studied in the theory of error-control codes. We will attempt to extend some principles of error-control coding to testing of ADCs.

II. LITERATURE SURVEY

Signature analysis has been a digital testing technique that satisfies the requirements of small hardware overhead and low aliasing rate [4]. In this method, inputs of a device under test (DUT) are fed by test stimuli, while the output responses are compacted into a signature. The DUT is considered to be fault-free, if the computed signature matches the one for the fault-free device. An example of the 3-bit digital signature analyzer (SA) is shown in figure 1. The operation of this SA is described by the polynomial \( G(x) = x^3 + \alpha \), where \( \alpha \) is the primitive element in the field \( GF(2^3) \) (a root of the binary polynomial \( g(x) = x^3 + x + 1 \)).

![Fig. 1 A 3-bit digital signature analyzer](image)

Feeding inputs of the DUT with the exhaustive sequence of digital test stimuli increases fault coverage, but compaction of the output responses causes some errors to escape detection due to aliasing. With the size of the signature being equal to 16, the aliasing rate is sufficiently low. This attractive feature has made signature analysis quite popular in the area of digital testing.

A similar technique has been used in the analogue systems testing field. It is based on the estimation of the mod sum of the output words, where \( n \) is the resolution of the ADC employed [5]. The compaction is done digitally; therefore, a high precision ADC is always present in an analogue SA (see figure 2 for \( n = 3 \)). In order to increase fault coverage and diminish the probability of error escape, the number of
analogue test stimuli must be large enough. In [6], the authors introduce a concurrent testing technique for combinational circuits based on compaction. An advanced concurrent testing technique is considered in [7], the authors apply it for ROM testing. Further improvement is done in [8], where authors offer a scheme exploiting “X” values in the output response. However, all these solutions have been applicable to digital circuits only. The concurrent testing technique for ADCs based on compaction has not been reported in the literature and is a subject of this work. In [16] authors apply signature analysis principle for compaction of output responses of an ADC. The permissible tolerance bounds for a fault-free ADC are determined and the aliasing rate is estimated.

There could be a few issues associated with the scheme in figure 3. The first issue is related to unavoidable quantization error present in the ADC. In a fault-free ADC, like the one represented in figure 4 (here FSR=8V), transitions between steps of its transfer characteristic fluctuate within the permissible tolerance bounds, \( k - 1 < T(k) < k \), where \( T(k) \) is the \( k \)-th transition voltage of the ADC [13], [14]. Dotted lines surrounding the ideal transitions show the bounds. If we could apply a precise voltage, e.g. 4V, to the input of the ADC, the output code would be 100. However, the voltage that normally comes from the on-chip waveform generator is not accurate. Furthermore, the continued growth of the resolution of modern ADCs causes the quantization bin to shrink. Hence, the real test voltage (stimuli) becomes an interval value. Note that the rightmost permissible value for the transition \( T(k) \) and the leftmost permissible value for the transition \( T(k+1) \) (e.g. points a and d in Figure 2, \( k = 4 \)) lie in the infinitesimal neighbourhood of the centre of the quantization bin. If an interval voltage that covers the centre of the bin is applied to the ADC, it will produce an interval code, even though no faults are present. For the 4V input signal, the permissible output codes will be 011, 100, and 101. This uncertainty complicates the use of algebraic compaction (shown in figure 1) for ADCs testing. Similarly, we can observe that the voltage, \( U_{in} \) belonging to the interval \( |U_{in} - 3.5| < 0.5 \), and being applied to the ADC, will produce only two permissible codes: 011 and 100. It must also be noted that refining the accuracy of the input voltage beyond 0.5 LSB does not reduce the output uncertainty and is, therefore, not required. This relaxes the accuracy requirements to the DAC. The DAC shown in figure 4 has an \( n \)-bit resolution, which matches the resolution of the ADC under test.
Failure in the analog or digital part of an ADC may change positions of the transition points beyond the permissible bounds, influencing the widths of the quantization bins. When two consecutive transition edges move toward each other, the width becomes zero. If this happens for a few adjacent quantization bins, there will be a sudden (exceeding unity) change in the output code. Based on this reasoning, we will consider the following (functional) ADC fault model. If the output code of an ADC fed by a test voltage exceeds the expected tolerance bounds (defined above), the ADC will be assumed faulty. The second issue appears with the selection of the type of response compactor. Similar to the principle used in a multiple-input signature analyzer, we will compress all n bits of the output codes of the ADC simultaneously. Figure 5 represents a structure of an arithmetic signature analyzer that does such a compression. In other words, it divides by $2^n$ + 1 (r denotes a residue). However, if this analyzer is fed by an input signal of the ADC, the uncertainty of the final signature will increase even more, since these responses will be automatically multiplied by increasing powers of 2, where $n$ is the resolution of the ADC being tested. Note that in the corresponding traditional signature analyzer (that multiplies by $x^n$) this problem does not occur at all and no uncertainty is introduced in the result of compaction. Therefore, for arithmetic compaction purposes we will use another class of arithmetic codes, namely modulo sum codes. This type of compactor (decoder) does not increase the uncertainty of the result of a compaction. The expanded structure of the 3-bit compactor that utilizes the above codes is shown in figure 2.

![Fig. 4 The transfer characteristic of the ideal 3-bit ADC with FSR=8V](image)

In figure 3, the HIT signal is generated at the time when the input signal of the ADC is equal to the output signal of the DAC, $y^o$. Therefore, we can assume that the ADC under test is just fed by test stimuli $x^o$. Let $m$ be the number of different values of the signal $x^o$ that would be sufficient to detect all faults of a given class that may occur in the ADC. And let $x^o$ be the value of $x^o$ at time $t_i$. Then, the actual output code corresponding to the input value $x^o$ will be $y^o = x^o + \delta_i$, $i = 1, \ldots, m$. Here $\delta$ is the width of the quantization bin; $(\alpha i)$ represents the integer part of $\alpha$; $y^o$ is the ideal output code; and $\delta_i$ is the actual error.

We will denote the permissible upper and lower tolerance bounds as $\delta_i$ and $\delta_i$, $i = 1, \ldots, m$. For a fault-free ADC: $\delta_i \leq \delta_i \leq \delta_i$, $i = 1, \ldots, m$. Likewise, we can test the equivalent conditions $y_i \leq y_i \leq y_i$, where $y_i = y^o + \delta_i$. After adding up all the codes, the final sum will be:

$$\sum_{i=1}^m y_i = \sum_{i=1}^m y^o_i + \sum_{i=1}^m \delta_i$$

Using the notations

$$Y = \sum_{i=1}^m y_i, \quad Y^o = \sum_{i=1}^m y^o_i, \quad \Delta = \sum_{i=1}^m \delta_i$$

we will obtain $Y - Y^o = \Delta$. Here $Y^o$ can be calculated based on the ideal transfer characteristic of the ADC. It has the same value regardless of the actual (faulty or fault-free) state of the ADC.

Since we consider symmetrical ADCs, then $\delta = \delta, \delta = \delta$ for every $i = 1, \ldots, m$. Taking this into account and introducing the following bounds:

$$\Delta = (\sum_{i=1}^m \delta_i) \mod L, \quad \Delta = (\sum_{i=1}^m \delta_i) \mod L$$

it can be shown that the ADC will be faulty, if the following condition is satisfied:

$$m\delta < (Y - Y^o) \mod L < L - m\delta$$

(1)

Otherwise, we will assume that the ADC is fault-free. Here the residue $R = (Y - Y^o) \mod L$ is the actual signature. Therefore, the fault-free circuit signature must belong to one of the intervals: $[0, \Delta]$, or $[\Delta, L - 1]$.

Computation of the residue $R$ is performed in the adder that is preliminarily loaded with the “seed” value, namely the two’s complement of $Y^o$, i.e. $R^o = -Y^o \mod L$. Equation (1) will then have the form:

$$m\delta < (Y + R^o) \mod L < L - m\delta$$

(2)

**Example 1** Let us consider the 8-bit ADC, whose offset has changed from 0 to 2 (FSR/256) due to a failure. The ADC is fed by the five test stimuli: $x^o_1 = 201/256$ FSR, $x^o_2 = 202/256$ FSR, $x^o_3 = 203/256$ FSR, $x^o_4 = 204/256$ FSR, $x^o_5 = 205/256$ FSR. The actual readings of the ADC are accordingly: $y^o_1 = 203$, $y^o_2 = 203$, $y^o_3 = 205$, $y^o_4 = 207$, $y^o_5 = 206$. Here $m = 5$, $n = 8$, $\delta = 1$, $Y = 1014$; $Y^o = 1015$; $R = 9$, $\Delta = 5$, $\Delta = 251$. And condition (2), $5 - ((1024 + 9) \mod 256 < 251$, is satisfied. Therefore, the failure is detected. If the offset were 0, then $Y$ would have been 1014. And condition (2) would not hold: $5 \not< 255 > 251$.

IV. ALIASING

Aliasing occurs when the signature of a faulty circuit matches the signature of a fault-free circuit. The aliasing rate
for an ADC can be estimated as the ratio of the number of all undetectable errors in the output response of the ADC, to the number of all possible errors in that response.

Let us first estimate the aliasing rate for the ideal ADC. The output response stream consists of $m \times n$ bits that are to be compacted into $n$ bits. The number of faulty streams that will produce the fault-free circuit signature and, therefore, will not be detected is $(2^m - 2^n - 1)$. Since there are a total of $2^m - 1$ erroneous streams, the aliasing rate will be $P_{\text{ADC ide}} = \frac{(2^m - 2^n - 1)}{(2^m - 1)}$. For many practical cases, $P_{\text{ADC ide}} = 2^n$. If the ADC is replaced by a purely digital circuit, this estimate remains true. Therefore, the aliasing rate for the digital system being tested by modulo sum method is $P_{\text{mod}} = P_{\text{ADC ide}} = 2^n$.

For a real ADC, the number of faulty streams that will produce the "correct" signatures becomes

$$P_{\text{ADC}} = \left(\frac{2^m}{2^n}\right) - \left(\frac{1}{\delta + 1}\right)^n.$$

And because there are a total of $P_{\text{ADC}} = 2^m - \left(\frac{1}{\delta + 1}\right)^n$ erroneous streams, the aliasing rate now becomes

$$P_{\text{ADC}} = \frac{2^m - \left(\frac{1}{\delta + 1}\right)^n}{2^m - \left(\frac{1}{\delta + 1}\right)^n}$$

(3)

Under certain conditions, we can obtain $P_{\text{ADC}} \approx 2^n$.

**Example 2** For the ADC considered in Example 1, equation (3) yields $P_{\text{ADC}} \approx 0.0039$.

For an arbitrary choice of $m$ and $n$, equations (2) and (3) will have the following forms:

$$m < (Y + 7^-) \text{ mod } L < -m \text{ mod } L$$

(4)

$$P_{\text{ADC}} = \left(\frac{2^{m-n}}{2^n}\right) - \left(\frac{1}{\delta + 1}\right)^n$$

(5)

If the input of an ADC is fed by the stimuli matching the ideal transitions of the transfer characteristic, then expressions (2) and (3) are simplified to:

$$0 < (Y + F^-) \text{ mod } L < -m \text{ mod } L$$

(6)

$$P_{\text{ADC}} = \left(\frac{2^{m-n-1}}{2^n-1}\right) - \left(\frac{1}{\delta + 1}\right)^n$$

(7)

And if $mn >> (m+n)$, then $P_{\text{ADC}} \approx 2^n$.

By comparing (5) and (7) we can observe that for practical values of $m$ and $n$, the aliasing rates for these two cases are almost the same and equal to $2^n$. The aliasing rate decreases with the growth of the resolution of an ADC. As an alternative, the size of the modulo adder can be increased, if the resolution cannot be raised further. It can also be noted that under these conditions the aliasing rate does not change with the further increase of $m$. This estimate is only accurate if errors in the output stream are equally likely.

V. CONCLUSION

We considered a compaction method that can be used for concurrent testing of analog-to-digital converters. The method involves feeding the ADC with operational input signals and evaluating the result of compaction of output responses, referred to as a signature. If the signature does not fall into the predefined interval, the ADC is considered to be faulty. The tolerance bounds for the signature of the fault-free ADC are evaluated. It is shown that these bounds depend on the input stimuli. The aliasing rate is estimated. Two sets of the input stimuli are examined. It is demonstrated that under an independent error model, the aliasing rate for these two sets is equivalent, and it does not noticeably change with the increase of the number of input stimuli. However, it does change when the resolution of the ADC being tested (or the length of the signature) is altered. Namely, the aliasing rate is reduced with the growth of the resolution.

In the case of a direct-conversion ADC with an intermediate conversion of the measured electrical value into time, implementation of the method is fairly simple. The binary counter used in such an ADC is utilized as a signature compactor. In the testing mode, it is reset only after a series of conversions for the entire sequence of test stimuli.

In order to further increase the sensitivity of a signature to special types of errors in the ADC, we can select the compaction modulo in the form of $L_n = 2^n - 1$. This compactor will then detect all single errors [15].

Practical implementation of the method is facilitated in the systems measuring frequency dependant parameters (such as impedance). In these systems the test stimuli can be obtained by deviation of the frequency of the current that feeds the impedance being measured. This will significantly lower test hardware overhead, although the correlation rate between failures may increase.
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