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Abstract—The Cluster Dimension of a network is defined as, which is the minimum cardinality of a subset $S$ of the set of nodes having the property that for any two distinct nodes $x$ and $y$, there exist the node $s_1$, $s_2$ (need not be distinct) in $S$ such that $|d(x, s_1) - d(y, s_1)| \geq 1$ and $d(x, s_2) < d(x, s)$ for all $s \in S - \{s_2\}$. In this paper, strictly non-overlapping clusters are constructed. The concept of Landmark for Unique Addressing and Clustering (LMUAC) routing scheme is developed. With the help of LMUAC routing scheme, It is shown that path length (upper bound) $PL_{LMUAC} < PL_{D}$, Maximum memory space requirement for the network $MS_{LMUAC} < MS_{D} < MS_{LC}$ and Maximum Link utilization factor $ML_{LMUAC} < ML_{D} < ML_{LC}$.

Index Terms—Metric dimension, Cluster dimension, Cluster.

I. INTRODUCTION

Numerous routing protocols have been proposed in recent years. One of the most popular techniques for routing in communication networks is via distributed algorithms for finding shortest paths in weighted graphs [1],[2],[3],[4],[5],[6],[7]. These distributed algorithms differ in the way the routing tables at each host are constructed, maintained and updated. The primary attributes for any routing protocol are:

- Simplicity: Simple protocols are preferred for implementation in operational networks [8].
- Loop-free: At any moment, the paths implied from the routing tables of all hosts taken together should not have loops. Looping of data packets results in considerable overhead.
- Convergence characteristics: Time required to converge to new routes after a topology change should not be high. Quick convergence is possible by requiring the nodes to frequently broadcast the updates in the routing tables.
- Storage overhead: Memory overhead incurred due to the storage of the routing information should be low.
- Computational and transmission overhead: It is particularly important to limit these two in mobile wireless networks because the bandwidth of a wireless link is limited, and because mobile devices are typically lower-power in order to be portable, and hence do not have the resources for many transmissions and lengthy computations.

Before to present the Hop ID routing algorithm, first describe the main motivations and put them in the proper context with the related works. Routing is a recursive procedure to forward packets "closer" and "closer" to the destination. The most critical component in any routing algorithm is how to measure the "distance" between two nodes. This distance metric to a large degree determines the route performance, yet how to select this metric is non-trivial. Hop count or the shortest path distance is a natural candidate, since packets are forwarded on a hop-by-hop basis. But this poses considerable difficulty in ad hoc networks in that it incurs significant overhead to find and maintain the shortest path.

II. DEFINITION AND PARAMETER SETTINGS

A. Cluster Dimension

Definition 1. The Cluster Dimension of a network which is defined as the minimum cardinality of a subset $S$ of the set of nodes having the property that for any two distinct nodes $x$ and $y$, there exist the nodes $s_1$, $s_2$ (need not be distinct) in $S$ such that $|d(x, s_1) - d(y, s_1)| \geq 1$ and $d(x, s_2) < d(x, s)$ for all $s \in S - \{s_2\}$. The elements of the set $S$ are called the routers or route node or (resource locators) and the set $S$ is called a Cluster basis. The Cluster dimension of a graph $G$ is denoted by $\beta_c(G)$.

B. Clustering

Definition 2. 1) Let $G = (V, E)$ be a graph representing the given network. A clustering is a specific method of dividing the vertex set $V(G)$ according to the convenience of the user. For our purpose, the clusters are non-intersecting non-empty subsets of $V(G)$. Whose union is equal to $V(G)$.

2) The basic tool to introduce clusters in $V(G)$ is a "metric" which is a shortest hop count distance between the nodes.

3) To every vertex, a unique clustering ID is generated which satisfies the properties of given in definition 1.

4) The $j^{th}$ cluster: $C_j$ contains vertex $v_j$, with $\text{ID} ((\text{Co} - \text{ord}v_1), (\text{Co} - \text{ord}v_2), \ldots, (\text{Co} - \text{ord}v_N))$, such that $(\text{Co} - \text{ord}v_j) < (\text{Co} - \text{ord}v_k) \forall k \neq j, k = 1, 2, 3, \ldots, N$.

To achieve an efficient path planning the following features are to be addressed and solved. The algorithms are developed and presented here to perform an efficient path planning.

- Path planning from Member node to CH of Source.[FORWARDING]
- Switching between CHs at level 1 (w.r.t Source and Destination Hop ID).[SWITCHING]
- Path planning from CH of Destination to Destination node.[ROUTE DISCOVERY]

The above addressed algorithm explores the following features:

- Multi-hop Network
Distributed Routing Algorithm
It is a demand routing protocol
It helps in tracing the path from source to destination more effectively through cluster heads (wireless)

The purpose of designing and developing the routing algorithm is to effectively path planning from source to destination.

**C. Parameters:**
- \( R_{Start} \) is a parameter which tells the distance from the cluster head and beyond which the nodes in cluster should receive and forward the data packets keeping a copy with them. i.e., \( R_{Start} = d \) means only those nodes which are either at or beyond the distance \( d \) from the cluster head should receive and forward the packets keeping a copy. This parameter is set at the cluster head of each cluster.
- \( R_{Stop} \) is a parameter which tells the distance beyond which no node should receive the packets. All received nodes will keep a copy and forward.
- \( F \) is a parameter which stores an integer value say \( d \) and tells that nodes should receive and forward packets is done with keeping a copy by every node at distance less than \( d \).
- \( PW \) - Path weight is a parameter which stores an integer value which is initially zero at every member node. Once the destination node \( u_d \) is identified, assign a non-zero integer called \( k \), path weight, to \( u_d \) (which is at distance \( d \) from the cluster head). Then find a node say \( u_{d-1} \) with \( j^{th} \) Co-ord value \((d-1) \) in the neighbor table of \( u_d \). Assign the path weight \( k \) to \( u_{d-1} \). Continue this procedure till we reach \( u_0 \) which is the cluster head. In this procedure, at any stage, the tie are broken at random.
- \( D \) is the parameter which can have value either 0 or 1. If \( D = 0 \), then single cluster head communication. If \( D = 1 \), then distribute to all the cluster heads.
- **Neighbor Table:** This is a matrix which is associated with the vertex \( v \) belonging to cluster \( C_i \). Neighbor table list is a \( 2(K+1) \) array where \( K \) is degree of \( v \) in \( G \). In every row, in the \( 1^{st} \) column the unique clustering Hop ID of the corresponding vertex is stored and in the \( 2^{nd} \) column the \( j^{th} \) Co-ord of that vertex is stored. In the \( 1^{st} \) row \( 1^{st} \) column source ID is stored and the \( 1^{st} \) row \( 2^{nd} \) column \( j^{th} \) Co-ord of vertex \( v \) is stored. In the remaining \( K \) rows \( j^{th} \) ID of the neighboring vertices and then \( j^{th} \) Co-ord are stored as follows. From top to bottom, those nodes having the \( j^{th} \) Co-ord same as that of \( v \) are stored in the beginning, those having \( j^{th} \) Co-ord one less than that of \( v \) are stored next and finally, those having \( j^{th} \) Co-ord one more than that of \( v \) are stored.

**Assumptions:**
- A node is aware of all its neighbors at all times
- All packets transmitted over a link are received correctly and in proper sequence within a finite time
- All control message are processed one at a time at the nodes in the order in which they occur.
- Communication between cluster heads is wireless (which is an additional cost)

**III. LMAUC Routing Schemes**
Let \( G \) be a graph and \( G = (V, E) \) and let \( u, v \in V \). Let \( u \) be a source and \( v \) be a destination vertex in a network. Let \( u \) be a vertex in a cluster \( C_j \), \( u \in C_j \) which is a member node having \( j^{th} \) Co-ord non zero. The LMAUC for Unique Addressing and Clustering algorithm (LMAUC) which is developed for path planning from source vertex \( u \) to destination vertex \( v \) consists of three phases a) Forwarding, b) Switching and c) Route discovery. First and foremost in a network by using LMAUC Algorithm unique ID is generated for clustering and assigned to each and every node. Clustering Algorithm is executed to form non overlapping clusters and the nodes are identified as a member node, cluster head and gateway node these execution are carried out during off line conditions. The resultant is each and every node is now associated with unique clustering ID. Now our aim is to path planning from source \( u \) to destination \( v \). The first phase of the LMAUC algorithm is **forwarding** data packets from source \( u \) to the cluster head of that cluster \( C_j \). The second phase is **Switching** if the source and destination nodes are in different clusters through the cluster heads. The third and final phase of LMAUC routing is **route discovery** from CH to destination node either it may be in a same cluster or in different cluster. Each phase of the LMAUC routing is explained in detail.

**A. FORWARDING**
Let \( u \) be a vertex in \( C_j \) and if it is a source initiated then the data packets which is associated with the destination ID is forwarded from the source to the cluster head through intermediated nodes if the \( j^{th} \) Co-ord of the vertex \( u > 1 \). The source will verify from the neighbor table of \( u \) and check for the neighbor having the \( j^{th} \) Co-ord \( (j^{th} \) Co-ord of \( u-1 \) and forward to that member node. The ties are broken in random. This procedure will continue until the \( (j+1)^{th} \) Co-ord \( y=0 \), \( y \in C_j \). If the \( j^{th} \) Co-ord of \( y=0 \) then \( y \) is a cluster head. Stop forwarding the data packets associated with the destination ID once it has reached the cluster head this process is known as forwarding, which is as shown in the below figures. The algorithm is developed to forward the data packets from source to cluster head.

From the below figure a source is a member node say \( u \) initiated which is at hop distance 2 hop from the cluster head \( C_j \). The \( j^{th} \) Co-ord of the source initiated is 2 which is a cluster head, it will see its neighbor table and select a neighbor member node which is having the \( j^{th} \) Co-ord lesser than the source. There exist two member nodes having the

**TABLE I**

<table>
<thead>
<tr>
<th>Source ID of u</th>
<th>( j^{th} ) Co-ord of Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neighbor ID of v</td>
<td>same as ( j^{th} ) Co-ord of Source</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Neighbor ID of v</td>
<td>( j^{th} ) Co-ord of Source-1</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Neighbor ID of v</td>
<td>( j^{th} ) Co-ord of Source+1</td>
</tr>
</tbody>
</table>
\( j^{th} \) Co-ord lesser than one, so a tie exists. The tie is broken randomly and one of them is selected. Once the neighbor node is identified the data packets associated with the destination ID is forwarded for the selected neighbor. This process continues until the data packet reaches the cluster head. When it reaches the cluster head the process of moving the data packets is stopped. The first phase of the algorithm called forwarding is completed. In the end the data packets along with the destination ID available at the cluster head of that cluster \( C_j \).

### B. SWITCHING

It is the second stage of LMUAC Algorithm to switch between cluster heads if both source and destination are in different clusters. The communication between the cluster heads are carried out based on whether there is a single destination or multiple destination which is discussed in the next sections.

1) **Switching between Source Cluster Head to Destination Cluster Head (Single Source and Single Destination):** Once the data packets are available at the cluster head of that cluster \( C_j \), the process starts to identify the destination ID from the received data packets. The switching decision is to be carried out, is decided by either Hierarchical code of cluster heads or the pos value of source and destination ID. If the pos value of destination is same as the value of cluster \( C_j \), then no switching is carried out. If it is different then switching is required from one cluster to another cluster. The major assumption is by considering the wireless communication between the cluster heads. We assume that if carry out the wireless communication then all the clusters with all the clusters should be in the desired communication range to receive the modulated data and demodulate the data at the receiving cluster head. The modulation is carried out by the source cluster head and demodulation by the destination cluster head.

If the switching is to be carried out to all the clusters then the data is to be modulated by the general frequency where all the cluster heads are capable of demodulating the general frequency. The cluster head is also capable of modulating the data with all the pos value of cluster heads individually similarly demodulating them, this is a over head cost for constructing this LMCUAC to work efficiently. If \( N \) clusters are their there must be frequencies available for cluster to cluster communication \( N \) frequencies for communicating for the individual cluster heads and one unique frequency for communication to all the cluster heads. The switching can be performed by two ways.

1) **By Hierarchical code of Cluster Heads**

Let \( G(V, E) \) be a graph with \( n \) vertices and \( N \) clusters in a network. Let \( u \) be a source vertex then the \( (co - ordN - Tuple)(u)_{N+1} = poswal \). The pos val indicates the minimum value in the clustering unique ID. If \( poswal = j \), then the minimum value is in \( j^{th} \) position. If the minimum value is in \( j^{th} \) position then \( u \in C_j \). The \( (co-ord\ N-Tuple) \) \( u_j \neq 0 \), then \( u \) is not a cluster head. Let be \( vertex \in C_j \). Where the \( (co-ordN - Tuple)_j = 0 \), then \( v \) is a cluster head. A unique special code called hierarchical cluster head code is generated for the cluster heads to perform switching. The hierarchical code of the cluster head with respect to \( j^{th} \) cluster is, in its unique code it has a combination of exactly one zero and \( (N-1) \) 1s. It has zero in \( j^{th} \) position and 1s in remaining position.

\[
HCH_j = \{1, 1, 1, \ldots, 0, 1, 1, 1, \ldots, 1\}^{j^{th}-position}
\]

\[
(co - ordHCH_j)_k = 0\text{ and (co - ordHCH_j)}k = 1, j \neq k, 1 \leq i \leq N
\]

Let \( x \) be a destination vertex \( x \in C_k \) where \( k \neq j \), then \( x \) is in different cluster the \( (co - ordN - Tuple)_j = poswal \). The posval = \( k \), \( j \neq k \) and \( (co - ordN - Tuple)_j = 0 \), then it is a member node of \( C_k \). Let \( y \) be a cluster head of cluster \( C_k \), then the \( (co - ordN - Tuple)_k = 0 \). The hierarchical code for cluster head \( y \) is having zero in \( k^{th} \) position only and 1s in the remaining position.

\[
HCH_k = \{1, 1, 1, \ldots, 0, 1, 1, 1, \ldots, 1\}^{k^{th}-position}
\]

\[
(co - ordHCH_k)_i = 0\text{ and (co - ordHCH_k)} = 1, i \neq k, 1 \leq i \leq N
\]

If \( u \in C_j \) and \( y \in C_k \), then both source and destination are in different clusters. switching is to be performed from \( j^{th} \) cluster to \( k^{th} \) cluster, the modulation frequency is \( k \) from \( CH_j \) and demodulation frequency at \( c - k \) is frequency \( k \). To know from which cluster it has to switch. Consider the \( HCH_j \) and \( HCH_k \) hierarchical code and xor them, check the values of 1s in the resultant. Switch from source to destination.

\[
HCH_j = \{1, 1, 1, \ldots, 0, 1, 1, 1, \ldots, 1\}^{j^{th}-position}
\]

**TABLE II**

<table>
<thead>
<tr>
<th>Source</th>
<th>( u )</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v )</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( w )</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( x )</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 1. Forwarding**
$HCH_k = \{1, 1, 1, \ldots, 0_{k^{th}\text{-position}}, \ldots, 1\}$

The resultant is $= \{0, 0, 0, \ldots, 1_{k^{th}\text{-position}}, \ldots, 1, 0, 0\}$

Switch from $j^{th}$ cluster to $k^{th}$ cluster. The data packets along with the Destination ID is switched from source to destination by using modulating frequency $k, \text{all the clusters are in the visible range.}$

2) By using source and destination pos value

Let $x \in C_j$ and $y \in C_k$, then the posval of $x$ is in the $j^{th}$ position and the posval of $y$ is in $k^{th}$ position then switch from source position to destination position with modulating frequency (destination posval) and demodulating frequency at $k^{th}$ cluster is destination posval.

C. ROUTE DISCOVERY

The last stage of the LMUAC Routing algorithm. The decision of routing is decided by the applications which are discussed separately in the next sections.

- Single Source and Multi destination in the cluster

1) Set parameters $R_{Start}$, $R_{Stop}$ and $F$ values
2) $R_{Start}$ can have the values $d$ and $d$
3) $R_{Stop}$ can have values $d$, $v(C_j)$
4) $F$ can have value $\infty$ or $val$

- Single source and single destination

Case (i) position based routing let $x$ be a destination vertex in the cluster $C_j$ which is at $d$ hops from the cluster head $CH_j$. If single destination in the cluster $C_j$. The route discovery in the cluster $C_j$ is as follows. To find an efficient route to the single destination from the cluster head three steps are to be carried out. They are as follows

1) Forward packet up to $d$ hops destination. The vertex $u$ which is at $d$ distance from the cluster head is known. By setting the parameter $\text{value} = F$ the request is forwarded up to the member nodes which are at $d$ hops far away from the cluster head. All the member nodes which are within $d$ hops from the cluster head will forward the query along with the destination ID to the next member nodes which are having the $j^{th}$Co - ord greater, this procedure is followed until it reaches $d$ hop from the cluster head.

2) Find destination. The query available for all the member nodes which are at $d$ hops from the cluster head of the cluster $C_j$. These query carry the destination ID along with the data packets. Once these data packets reach the $d$ hops it compares the $N - T$uple of destination and if exist receive the data packets else stop.

3) Distribute data packet. Once the destination is identified which is at $d$ hops from the cluster head the member nodes check the $R_{Stop}$ value which is $d$ then the unique ID of each and every node which are at $d$ hops will compare with the received Destination ID. If matching occurs then receive the data else discard the data packet.

IV. RESULTS AND DISCUSSION

In this section this paper discusses the important comparative studies related to the Average path length, Maximum link utilization and Memory space requirement. In this paper it is shown that the parameters are to be chosen carefully for the best results to overcome the drawbacks. The next sections will discuss the general comparative studies for an upper bound.

A. The upper bound for the average path length

If source and destinations are in different clusters then the communication will take place through the cluster heads. It is assumed that in LMUAC routing scheme the wireless communication takes place between cluster heads. Let $u$ be the source cluster head and $v$ be the destination cluster head, then from $u$ to $v$ switching will take place either by using the hierarchical or pos value switching. They are like fully connected (mesh) i.e., the cluster head will broadcast the data packet along with the destination ID, which is modulated by using pos value or hierarchical code. The hop count between cluster head to cluster head is at most one hop through wireless communication.

Let $D$ be the diameter of $G$ with $N$ clusters. Let $C_1, C_2, C_3, \ldots, C_N$ be $N$ clusters then let $n_1, n_2, n_3, \ldots, n_N$ be the number of elements in $C_1, C_2, C_3, \ldots, C_N$ respectively, then maximum diameter in the cluster be $d_i$, then $n_1-1, n_2-1, n_3-1, \ldots, n_N-1$ is the maximum distance with $C_1, C_2, C_3, \ldots, C_N$ respectively. Let $x$ and $y$ be the nodes in a network. Then

Case (i): Let $x$ and $y$ be two nodes in the network with $x$ a member node and $y$ the cluster head in the same cluster $C_j$.

Then the path length between $x$ and $y$ is at most $(n_j - 1)$.

$$PL = (n_j - 1)$$ (1)

![Fig. 2. x - a member node and y the cluster head](image)

Case (ii): Let $x$ and $y$ be two nodes in the network with $x$ a member node with cluster $C_j$ and $y$ a cluster head with cluster $C_k$.

Then the path length between $x$ any $y$ is at most $(n_j - 1) + 1$.

$$PL = (n_j - 1) + 1$$ (2)
\[ PL = n_j \]

**Case (iii):** Let \( x \) and \( y \) be two nodes in the network with \( x \) and \( y \) in the same cluster say \( C_j \) with \( n_j \) nodes. Then the path length between \( x \) and \( y \) through the cluster heads, is at most \( 2(n_j - 1) \).

\[ PL = 2(n_j - 1) \]  

**Case (iv):** Let \( x \) and \( y \) be two member nodes in the cluster \( C_i \) and \( C_j \) respectively. Then the path length between \( x \) and \( y \) cannot exceed \( (n_i - 1) + (n_j - 1) + 1 \).

\[ PL = (n_i + n_j - 1) \]  

In this it is to calculate the average distance one has to travel to move from any vertex to any other vertex in the clustered scenario. Where \( N \) is the total distance in a network.

\[ N = \sum_{i=1}^{k} \sum_{j=1}^{c_{n_i}} \binom{n_i - 1}{2} (n_i + n_j - 1) \]

between vertices, then \( k \) is given by

\[ k = n(n-1) \]

Average path length (Upper Bound) = \( \frac{N}{k} \)

**Example:** Consider a network of \( n \) nodes in a network. Let \( D \) be the diameter of the graph \( G \) and let \( N \) be the number of clusters in a graph with diameter \( d \). The average path length is calculated as follows by considering the below example. It is shown that \( PL_{N,d} < PL_D \) should be chosen. Let there be a network of 1000 nodes in a graph \( G \) with diameter \( D = 50 \) of a network. The number of clusters in a network is 10 of various diameter varying from 40, 35, 30, 25, 20, 15 and 10. It is to calculate the average path length by varying the number of clusters from 2 to 110 and compare the network performance with respect to \( N \) and \( d \) with \( D \).

**Average Pathlength for a given \( N \) and \( d \) in a clustered network:**

\[ PL_{N,d} = \frac{[(d - 2)(d - 1)N + (d - 1)^2(2d - 1)(N - 1)N]}{n(n - 1)} \]

**Average Pathlength for a non clustered network:**

\[ PL_D = \frac{Dn(n - 1)}{n(n - 1)} = D \]

is always preferred for an average \( PL \) in an upperbound range. The below figures shows that this gives us a chance to make a proper choice of path length with respect to \( N, d \). If the \( PL_{N,d} \) is > \( PL_D \) then the average path length is increased. choose

\[ PL_{N,d} < PL_D \]

**B. Maximum Link Utilization (Upper Bound)**

consider a network of \( n \) nodes in a network. Let \( D \) be the diameter of the graph \( G \). Let \( N \) be the number of clusters in a graph \( G \) with diameter \( d_i \) and \( d_j \). Let \( d_i \) be the maximum diameter of one of the cluster \( C_i \) and \( d_j \) be the next maximum diameter of one of the cluster \( C_j \). The link utilization factor of the network is calculated as follows by considering the following examples.

Let there be a network of 1000 nodes in a graph \( G \) with diameter \( D \) of a network. The number of clusters in a network is 10 of various number of elements \( n_1, n_2, n_3, \ldots, n_0 \). Calculate the average maximum link utilization with respect to non clustered, clustered, and LMUC Algorithm with respect to link utilization of the network, for the diameter \( d_1, d_2, d_3, \ldots, d_0 \) etc.

Max Link Utilization for non clustered Network(Flooding) = \( ML_{NC} \)

---

**Fig. 3:** \( x \) a member node \( \in \) cluster \( C_j \) and \( y \) a cluster head \( \in \) \( C_k \).

**Fig. 4:** \( x \) and \( y \) in the same cluster say \( C_j \) with \( n_j \) nodes.

**Fig. 5:** \( x \) and \( y \) are member nodes in different clusters.
Max Link Utilization for Clustered Network(Flooding within Clusters)= $ML_C$
Max Link Utilization for Clustered Network with LUMAC Algorithm= $ML_{LUMAC}$

\[
ML_{LUMAC} = \frac{n(n - 1)}{2}
\]  (12)

\[
ML_C = \left( \frac{n(n_i - 1)}{2} \right) \cdot \left( \frac{n_j(n_j - 1)}{2} \right) + 1
\]  (15)

\[
ML_{LUMAC} = [d_i - 1] + [d_j - 1] \leq [d_{i,j} - 1] \leq ML_{LUMAC} < ML_{LUMAC(i,j)} < ML_C < ML_{loc}
\]  (16)

C. Memory space requirement(Upper Bound)

Consider a network of 3 level hierarchy. Let $a_i$ be the area in a graph $G$. Let there be $n_i$ nodes. Let there be $m$ such super areas and let there be $k$ such super super areas with $a - i > m > k$. The total memory space required for each and every node of non hierarchical, hierarchical and LUMAC Clustered network.

Let there be a network of 1000 nodes in a graph $G$ with diameter $D$ of a network. The number of clusters in a network is 10 they are $a_1, a_2, a_3, \ldots, a_{10}$ of various diameter $d_1, d_2, d_3, \ldots, d_{10}$ and number of elements in each such areas are $n_1, n_2, n_3, \ldots, n_{10}$. In this paper it is now to calculate the maximum memory space required for the entire network with non hierarchical, hierarchical and LUMAC Clustered Network. Let there be 3 level hierarchy in split up as 50 nodes in $a_{cm} = 20$ and $k = 3$.

Memory space requirement for non Hierarchical= $M_{L_{nc}}$
Memory space requirement for Hierarchical Network with three level Hierarchy= $M_{L_{HSL}}$
Memory space requirement for Clustered Network By LUMAC Algorithm= $M_{L_{LUMAC}}$

\[
M_{L_{nc}} = n(n - 1)
\]  (17)

\[
M_{L_{HSL}} = \sum_{i=1}^{N} (n_i - 1) + m + k)
\]  (18)

\[
M_{L_{LUMAC}} = \sum_{i=1}^{N} (2(k_i - 1) + N)
\]  (19)

Let $n$ be the total number of vertices in $G$. Let there be $N$ Clusters = $\{C_1, C_2, C_3, \ldots, C_N\}$. The number of elements in $C_i = k_i$ in the worst case an element in $C_i$ may be adjacent to $(k_i - 1)$ nodes, so maximum number of memory space at each vertex in $C_i = 2(k_i - 1) + 1$. In the real scenario the maximum degree of a vertex is $< (k_i - 1)$-Let $\Delta_i$ be the maximum degree of a node in cluster $C_i$. Then the maximum memory space required for a $\Delta_i$ is $M_{L_{LUMAC(\Delta_i)}}$.

\[
M_{L_{LUMAC(i,j)}} < M_{L_{LUMAC(i,j)}} < M_{L_{HSL}} < M_{L_{nc}}
\]  (20)

V. Conclusion

The Cluster Dimension of a network is defined, which is the minimum cardinality of a subset $S$ of the set of nodes having the property that for any two distinct nodes $x$ and $y$, there exist the node $s_1, s_2$ (need not be distinct) in $S$ such
that $|d(x, s_1) - d(y, s_1)| \geq 1$ and $d(x, s_2) < d(x, s)$ for all $s \in S - \{s_2\}$. In this paper, the overlapping clusters are constructed strictly. The concept of Landmarks for Unique Addressing and Clustering (LMUC) routing scheme is developed. With the help of LMUC routing scheme, it is shown that path length (upper bound) $PL_{N,D}$, Maximum memory space requirement for the network $MS_{LMUC(\Delta_0)} < MS_{LMUC} < MS_H < MS_{c}$ and Maximum Link utilization factor $ML_{LMUC(\Delta)} < ML_{LMUC} < ML_{c} < ML_{nc}$.
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### TABLE IV

<table>
<thead>
<tr>
<th>n</th>
<th>$M_{nc}$</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$n_3$</th>
<th>$n_4$</th>
<th>$M_{LMUC}(\Delta \neq j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1275</td>
<td>10</td>
<td>1876</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>2752</td>
<td>15</td>
<td>2451</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>3852</td>
<td>20</td>
<td>3521</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>7552</td>
<td>25</td>
<td>4241</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>11152</td>
<td>30</td>
<td>5227</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>175</td>
<td>15725</td>
<td>35</td>
<td>6897</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>20300</td>
<td>40</td>
<td>8467</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>225</td>
<td>24875</td>
<td>45</td>
<td>10047</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>31215</td>
<td>50</td>
<td>13315</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>275</td>
<td>37675</td>
<td>55</td>
<td>16687</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>44850</td>
<td>60</td>
<td>19067</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>325</td>
<td>52830</td>
<td>65</td>
<td>21467</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>60975</td>
<td>70</td>
<td>23867</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>375</td>
<td>69205</td>
<td>75</td>
<td>26267</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>79680</td>
<td>80</td>
<td>28667</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>425</td>
<td>91305</td>
<td>85</td>
<td>31067</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>103905</td>
<td>90</td>
<td>33467</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>475</td>
<td>116505</td>
<td>95</td>
<td>35867</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>129105</td>
<td>100</td>
<td>38267</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE V

<table>
<thead>
<tr>
<th>n</th>
<th>$M_{nc}$</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$n_3$</th>
<th>$n_4$</th>
<th>$M_{LMUC}(\Delta \neq j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>2650</td>
<td>5</td>
<td>1560</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>5650</td>
<td>8</td>
<td>2175</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>10200</td>
<td>10</td>
<td>3700</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>15500</td>
<td>13</td>
<td>5150</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>22350</td>
<td>16</td>
<td>6600</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>175</td>
<td>30500</td>
<td>19</td>
<td>8050</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>39800</td>
<td>22</td>
<td>10500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>225</td>
<td>50400</td>
<td>25</td>
<td>13000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>62250</td>
<td>28</td>
<td>15500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>275</td>
<td>75350</td>
<td>31</td>
<td>18000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>89700</td>
<td>34</td>
<td>20500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>325</td>
<td>105300</td>
<td>37</td>
<td>23000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>121950</td>
<td>40</td>
<td>25500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>375</td>
<td>139400</td>
<td>43</td>
<td>28000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>161900</td>
<td>46</td>
<td>30500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>425</td>
<td>185900</td>
<td>49</td>
<td>33000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>212500</td>
<td>52</td>
<td>35500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>475</td>
<td>240600</td>
<td>55</td>
<td>38000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>270900</td>
<td>58</td>
<td>40500</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE VI

<table>
<thead>
<tr>
<th>n</th>
<th>$M_{nc}$</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$n_3$</th>
<th>$n_4$</th>
<th>$M_{LMUC}(\Delta \neq j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>2650</td>
<td>5</td>
<td>1560</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>5650</td>
<td>8</td>
<td>2175</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>10200</td>
<td>10</td>
<td>3700</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>15500</td>
<td>13</td>
<td>5150</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>22350</td>
<td>16</td>
<td>6600</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>175</td>
<td>30500</td>
<td>19</td>
<td>8050</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>39800</td>
<td>22</td>
<td>10500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>225</td>
<td>50400</td>
<td>25</td>
<td>13000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>62250</td>
<td>28</td>
<td>15500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>275</td>
<td>75350</td>
<td>31</td>
<td>18000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>89700</td>
<td>34</td>
<td>20500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>325</td>
<td>105300</td>
<td>37</td>
<td>23000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>121950</td>
<td>40</td>
<td>25500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>375</td>
<td>139400</td>
<td>43</td>
<td>28000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>161900</td>
<td>46</td>
<td>30500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>425</td>
<td>185900</td>
<td>49</td>
<td>33000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>212500</td>
<td>52</td>
<td>35500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>475</td>
<td>240600</td>
<td>55</td>
<td>38000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>270900</td>
<td>58</td>
<td>40500</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Fig. 8. Maximum Link Utilization (e) and (f) (upper bound)

Fig. 9. Memory Space Requirement (upper bound)