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Abstract—Matching algorithms have significant importance in speaker recognition. Feature vectors of the unknown utterance are compared to feature vectors of the modeled speakers as a last step in speaker recognition. A similarity score is found for every model in the speaker database. Depending on the type of speaker recognition, these scores are used to determine the author of unknown speech samples. For speaker verification, similarity score is tested against a predefined threshold and either acceptance or rejection result is obtained. In the case of speaker identification, the result depends on whether the identification is open set or closed set. In closed set identification, the model that yields the best similarity score is accepted. In open set identification, the best score is tested against a threshold, so there is one more possible output satisfying the condition that the speaker is not one of the registered speakers in existing database. The results of new matching algorithm indicated better performance on YOHO international speaker recognition database.
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I. INTRODUCTION

Speaker recognition can be classified into two categories; Speaker Verification (SV) and Speaker Identification (SI) [4]. Speaker verification is the task of accepting or rejecting the identity of a speaker claimed to be someone. Speaker Identification is the task of finding the identity of an unknown speaker among a stored database of speakers. Speaker Identification can be done in closed-set or open-set forms. In closed-set form, the unknown speaker is definitely one of the speakers in the database. In open-set form on the other hand, the speaker may not belong to one of the registered speakers in the database, therefore an open-set identification system has one more possible output for rejection. Yet, there is another classification method for speaker recognition; that is, text-dependence. In Text-Dependent systems, the uttered word or phrase is known apriori to the system whereas in Text-Independent systems, as the name implies, utterance is not necessarily known to the system.
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Speaker Identification process consists of two main phases; namely, Enrollment (Training) and Identification (Matching). In enrollment phase, all samples from the speakers are trained and stored in a database. The goal of training is to create a reference model for each speaker to be used in classification of unknown utterances in recognition phase.

In this paper, a closed-set Text-Independent Speaker Identification System is reviewed and a new modified algorithm for the matching part is introduced.

II. FEATURE EXTRACTION

This stage is often referred as speech processing front end. The primary goal of feature extraction is to simplify recognition by summarizing the vast amount of speech data and obtaining the acoustic properties that define speaker individuality. MFCC (Mel Frequency Cepstral Coefficients) is one of the most widely used feature extraction techniques [2]. Since speech signal varies over time, it is more appropriate to analyze the signal in short time intervals where the signal is more stationary. To find the MFCC, the signal is split into short frames and a windowing function is applied for each frame to eliminate the effect of discontinuities at edges of the frames. Then the windowed signal is converted to frequency domain by taking the FFT (Fast Fourier Transform) and Mel scale filter bank is applied to the resulting frames. Average human ear has nonlinear frequency response. Previous research indicates that scaling is linear up to 1 kHz and logarithmic above that frequency. The Mel-Scale (Melody Scale) filter bank characterizing the frequency response of human ear is shown in Fig. 2.1. It is used as a band pass filter during first phase of identification.

Figure 2.1 Mel Scale Filterbank
After Mel frequency warping the frames, logarithm of the signal is passed to the inverse DFT function converting the signal back to time domain. As a result of the final step, 13 coefficients named MFCC for each frame are obtained. The 0th coefficient is not used because it represents the average energy in the signal frame and contains little or no usable information. The feature extraction steps are depicted in Fig. 2.2.

As the output of feature extraction phase, vectors in 12 dimensions are obtained for each frame. Each vector is called codeword and all codewords of a speaker model is called codebook. At the end of feature extraction, all speakers’ codebooks are determined and stored for later use in identification phase.

![Figure 2.2 Feature Extraction Steps](image)

### III. VECTOR QUANTIZATION

For a speech that is sampled at 8 KHz, and a 32 ms frame length with 16 ms overlapping, there will be 499 frames resulting 499 feature vectors for every seconds of speech. The amount of this data is significantly large for efficient processing. Therefore, these vectors need to be compressed using a clustering algorithm. Vector Quantization is one of the preferred methods to map vast amount of vectors from a space to a predefined number of clusters each of which is defined by its central vectors or centroids. Fig. 3.1 shows the VQ approach. A speaker is represented by its n feature vectors before the VQ is applied. There will be predefined number of centroids representing the speaker in a more compact way form after clustering operation.

![Figure 3.1 Vector Quantization of a speaker](image)

### IV. FEATURE MATCHING

The last phase of speaker identification process is the feature matching phase, which itself is a general pattern matching (classification) problem. In this phase, similarity scores are calculated for an unknown speech sample and stored models in database. One of the well known matching algorithms is based on computing the Euclidean Distance between the codebooks of the unknown utterance and the reference models [3]. Equation (1) shows the similarity score calculation between the unknown speech sample and a model.

\[
S = \sum_{i=1}^{T} \frac{1}{d_{\min}(v_i, C_x)}
\]

In the equation, \(S\) stands for the similarity measure between two codebooks, \(C_x\) (Codebook for the unknown utterance) and \(C_k\) (\(k^{th}\) codebook in the speaker database). \(d_{\min}(v_i, C_x)\) indicates the distance from code vector \(v_i\) to the nearest code vector in the codebook \(C_x\). \(T\) indicates the number of code vectors. (It is the same for all codebooks.)

An improvement to this method is proposed by [1] uses the weighted matching method, taking correlations between the known models in database into account. This model states that code vectors that are not similar to other codebooks have more power to identify a speaker. Therefore those code vectors that are much discriminative than the others are emphasized by assigning higher weight scores. To implement that, weights for each codebook is calculated and stored in the enrollment step. In the weighted matching method as shown in (2), the local similarity score is multiplied by the weight score associated with the nearest code vector.

\[
S_1 = \sum_{i=1}^{T} \frac{1}{d_{\min}(v_i, C_x)} \times W_i
\]

Fig. 4.1 represents this method more intuitively. For the first code vector \(v_1\) in the Codebook \(k\) (\(k^{th}\) codebook in the models), the distances to the code vectors in the Codebook X (unknown model) are calculated. Then local similarity score is calculated as the reciprocal of minimum distance multiplied by the weight associated to the code vector that yields the minimum distance. The local similarity scores found for each code vector in the Codebook \(k\) are summed together to form the final similarity score.

![Figure 4.1 Weighted matching method](image)
The new method we proposed to the weighted matching method uses the distances from the Codebook X to the Codebook k as opposed to the first measure. The second similarity measure is computed as in (3).

\[
S_2 = \sum_{j=1}^{T} \frac{1}{d_{\text{min}}(v_j, C_k)} \ast w
\]  

(3)

\(S_2\) is the similarity measure between the two codebooks, \(C_x\) and \(C_k\). \(d_{\text{min}}(v_j, C_k)\) denotes the distance from code vector \(v_j\) of Codebook \(C_x\) to the nearest code vector in the codebook \(C_k\). \(w\) indicates the weight value corresponding to the code vector that yields the minimum distance in the codebook \(C_k\). \(T\) denotes the number of code vectors.

The Fig.4.2 depicts the new method. For the first code vector \(v_1\) in the Codebook X (\(C_x\)) (unknown model), the distances to the code vectors in the Codebook k are calculated. Then the local similarity score is calculated as the reciprocal of minimum distance multiplied by the weight associated to the code vector that yields minimum distance. The local similarity scores found for each code vector in the Codebook X are added together forming the final similarity score.

V. EXPERIMENTS & RESULTS

The new modified method is tested using the speech samples collected from the YOHO speaker database. Four sets of each having 40 speakers are collected from enrollment sessions and another four sets are collected from authentication sessions. The number of recognitions out of 40 speakers for each set is tabulated in Table I. Out of 10 tests, 5 tests for the weighted matching method, and 5 tests for the proposed method are performed. The average recognition rates are 89% for the weighted method and 89.5% for the proposed method.

To be able compare how confident one method recognizes the correct speaker relative to the other, a confidence score is calculated between the similarity score of the recognized model and the second best score. If \(S_0\) indicates the confidence score then it is calculated as shown in (4), where \(S_{b1}\) indicates the best score and \(S_{b2}\) indicates the second best score.

\[
S_c = (S_{b1} - S_{b2}) / S_{b1}
\]  

(4)

The confidence scores for the two methods are depicted in Fig. 5.1. The results of the experiments suggest that the new modified method is able to find the correct speaker with about 2.35% more confidence in average.
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<table>
<thead>
<tr>
<th>Speaker Sets</th>
<th>Recognition Rates S1</th>
<th>Recognition Rates S2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set1 (40)</td>
<td>35 (87.5 %)</td>
<td>36 (90 %)</td>
</tr>
<tr>
<td>Set2 (40)</td>
<td>34 (85 %)</td>
<td>34 (85 %)</td>
</tr>
<tr>
<td>Set3 (40)</td>
<td>38 (95 %)</td>
<td>38 (95 %)</td>
</tr>
<tr>
<td>Set4 (40)</td>
<td>38 (95 %)</td>
<td>36 (90 %)</td>
</tr>
<tr>
<td>Set5 (40)</td>
<td>33 (82.5 %)</td>
<td>35 (87.5 %)</td>
</tr>
<tr>
<td>Average</td>
<td>35.6 (89%)</td>
<td>35.8 (89.5%)</td>
</tr>
</tbody>
</table>

Figure 5.1 Relative confidence scores