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Abstract—We deal with the numerical solution of time-dependent convection-diffusion-reaction equations. We combine the local projection stabilization method for the space discretization with two different time discretization schemes: the continuous Galerkin-Petrov (cGP) method and the discontinuous Galerkin (dG) method of polynomial degree \( k \). We establish the optimal error estimates and present numerical results which shows that the cGP(\( k \)) and dG(\( k \))-methods are accurate of order \( k + 1 \), respectively, in the whole time interval. Moreover, the cGP(\( k \))-method is superconvergent of order \( 2k \) and the dG(\( k \))-method is of order \( 2k + 1 \) at the discrete time points. Furthermore, the dependence of the results on the choice of the stabilization parameter are discussed and compared.
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I. INTRODUCTION

Numerical simulations of time-dependent convection-diffusion-reaction equations requires numerical schemes of high order of accuracy both in space and in time. We consider the vertical method of lines where the spatial discretization by finite element methods is applied first. A large system of ordinary differential equations appear which is then solved numerically by a suitable time discretization. If we look, for instance, to A-stable BDF-methods, then their order is restricted to two. If we want to have an A-stable higher order time discretization, we arrive at Runge-Kutta methods or at Galerkin-type methods with higher polynomial order [11].

In this paper, we will consider two time classes of discretizations of variational type to solve time-dependent problems. The first one is the discontinuous Galerkin (dG) time stepping scheme in which both trial and test functions are discontinuous in time [25]. In the second scheme, the trial functions are continuous in time whereas the test functions are discontinuous in time. This method can be viewed as a Petrov-Galerkin method. The continuous Galerkin-Petrov (cGP) method has been studied in [3] for heat equation. A numerical comparison of cGP and dG methods applied to the heat equation is given in [14]. Recently, in [24], [21], the cGP method has been investigate for linear and nonlinear ordinary differential equations. The cGP methods are A-stable whereas it is well-known that the dG methods are even strongly A-stable (or L-stable according to [11]), i.e., the dG methods have better damping properties with respect to high frequency error components.

In applications, the size of the diffusion is often much smaller than the size of the convection. Hence, the solutions contain layers. The use of standard Galerkin methods in space results in oscillations in the numerical solution even outside the layers. A number of finite element methods has been developed to avoid this non-physical effect, for example residual based methods like the streamline upwind Petrov-Galerkin (SUPG) method [13] or Galerkin least squares FEM [23]. However, the combination of the SUPG method with higher order schemes in time is not straightforward. Indeed, the discrete time derivative, the source term and second order derivatives have to be included into the stabilization term to ensure the consistency of the method. An alternative to SUPG is the use of symmetric stabilization techniques such as local projection stabilization (LPS) [22], the continuous interior penalty (CIP) [5], the orthogonal subscales method (OSS) [9], [8]. A drawback of CIP, OSS and the two-level LPS methods is an increased discretization stencil due to the additional couplings between degrees of freedoms which do not belong to the same cell. It was shown in [12] that the two-level variant of the LPS can be also considered as an enriched one-level method on the coarser mesh. This enables to reduce the degrees of freedom in the two-level method without losing the convergence rate.

Stabilized finite element methods for time-dependent convection-diffusion-reaction problems have been investigated by several authors. We refer to [20], [7] which consider different stabilization techniques including SUPG and to [9] using OSS. SUPG methods in space combined with the backward Euler and the Crank-Nicolson method in time are studied in [16]. The CIP in space combined with the \( \theta \)-method in time has been investigated in [4]. The coupling of other stabilization techniques in the one dimensional case with the finite difference time integration, in particular, vertical and horizontal methods of lines have been discussed in [2]. The dG method has been analyzed in time combined with LPS in space in [1] and in space and time [10].

In this paper, we consider the the one-level local projection method for the space discretization in combination with two different higher order time discretization schemes: the continuous Galerkin-Petrov (cGP) and discontinuous Galerkin (dG) methods.

We consider the problem:
Find \( u : \Omega \times (0, T) \rightarrow \mathbb{R} \) such that
\[
\begin{cases}
  u' - \varepsilon \Delta u + b \cdot \nabla u + \sigma u = f & \text{in } \Omega \times (0, T), \\
  u = 0 & \text{on } \partial \Omega \times (0, T), \\
  u(\cdot, 0) = u_0 & \text{in } \Omega,
\end{cases}
\]
where \( \Omega \) is a polygonal domain in \( \mathbb{R}^d \), \( d = 1, 2, \) or 3, with a polyhedral boundary \( \partial \Omega \), \( T \) the final time, \( \varepsilon > 0 \) the diffusion coefficient, \( b \in W^{1, \infty}(\Omega) \) the convection field, \( \sigma \in L^\infty(\Omega) \) the reaction coefficient, \( u_0(x) \) the given initial data and \( f \) describes sources. We assume that the data \( b, \sigma, u_0 \) and \( f \) are sufficiently smooth on \( \Omega \) and \( \Omega \times (0, T) \), respectively.

In the following, it is assumed that there is a constant \( \sigma_0 > 0 \) such that
\[
\sigma - \frac{1}{2} \nabla \cdot b \geq \sigma_0 > 0 \quad \text{in } \Omega.
\]

This is a standard assumption in the analysis of equations of type (1), see [23]. Throughout this paper, standard notations and conventions will be used. Let \( H^m(\Omega) \) denote the Sobolev space of functions with derivatives up to order \( m \) in \( L^2(\Omega) \). We denote by \( (\cdot, \cdot) \) the inner product in \( L^2(\Omega) \) and by \( \| \cdot \|_0 \) the associated \( L^2 \)-norm. The norm in \( H^m(\Omega) \) is defined as
\[
\| v \|_m = \left( \sum_{|\alpha| \leq m} \| D^\alpha v \|_0^2 \right)^{1/2}.
\]

We consider also certain Bochner spaces. To this end, let \( X \) be a Banach space equipped with the norm \( \| \cdot \|_X \). Then, we define
\[
\begin{align*}
C(0, T; X) &= \left\{ v : [0, T] \rightarrow X, \quad v \text{ continuous} \right\}, \\
L^2(0, T; X) &= \left\{ v : [0, T] \rightarrow X, \quad \int_0^T \| v(t) \|_X^2 \, dt < \infty \right\}, \\
H^m(0, T; X) &= \left\{ v \in L^2(0, T; X) : \frac{\partial^j v}{\partial t^j} \in L^2(0, T; X), \quad 1 \leq j \leq m \right\},
\end{align*}
\]
where the derivatives \( \partial^j v / \partial t^j \) are understood in the sense of distributions on \( (0, T) \). In the following we use the short notation \( Y(X) := Y(0, T; X) \). The norms and seminorms in the above defined spaces are given by
\[
\begin{align*}
\| v \|_{C(X)} &= \sup_{t \in [0, T]} \| v(t) \|_X, \\
\| v \|_{L^2(X)}^2 &= \int_0^T \| v(t) \|_X^2 \, dt, \\
\| v \|_{H^m(X)}^2 &= \sum_{j=0}^m \| \partial^j v / \partial t^j \|_{L^2(X)}^2 \, dt.
\end{align*}
\]

II. SPACE DISCRETIZATION

In order to introduce a variational setting for (1) we consider the space \( V = H^1_h(\Omega) \) consisting of functions vanishing on the boundary. Finite element methods employ now a finite dimensional space \( V_h \subset V \) of continuous elements of order \( r \geq 1 \), where \( h \) indicates the fineness of the underlying triangulation \( T_h \). With the usual bilinear form
\[
a(u, v) := (\varepsilon \nabla u, \nabla v) + (b \cdot \nabla u + \sigma u, v)
\]
associated with the problem (1), a Galerkin formulation arising from (1) reads as follows:
\[
\begin{align*}
\text{Find } u_h : [0, T] \rightarrow V_h \text{ such that } u_h(0) &= u_{0,h} \quad \text{and} \\
(u_h, v_h) + a(u_h, v_h) &= (f, v_h) \quad \forall v_h \in V_h
\end{align*}
\]
with \( u_{0,h} \in V_h \) as a suitable approximation of \( u_0 \).

It is well known that in the convection-dominated case standard finite element methods will lead to discrete solutions which contain global unphysical oscillations. In order to prevent this, we will consider the one-level LPS to stabilize the space discretization in which approximation and projection spaces live on the same mesh. Let \( D_h(K), K \in T_h \), be finite dimensional spaces and \( \pi_K : L^2(\Omega) \rightarrow D_h(K) \) the local \( L^2 \) projection into \( D_h(K) \). The projection space \( D_h \) is given by
\[
D_h := \bigoplus_{K \in T_h} D_h(K).
\]

We define the global projection operator \( \pi_h : L^2(\Omega) \rightarrow D_h \) by \( (\pi_h v)_K := \pi_K(v|_K) \). The fluctuation operator \( \kappa_h : L^2(\Omega) \rightarrow L^2(\Omega) \) is given by \( \kappa_h := id - \pi_h \), where \( id : L^2(\Omega) \rightarrow L^2(\Omega) \) is the identity mapping in \( L^2(\Omega) \). The stabilization term \( S_h \) is defined by
\[
S_h(u_h, v_h) := \sum_{K \in T_h} \mu_K (\kappa_h \nabla u_h, \kappa_h \nabla v_h)_K
\]

Here, \( K \in T_h \) denotes the mesh cells of the triangulation, \( (\cdot, \cdot)_K \) the inner product in \( L^2(\Omega) \), and \( \mu_K \) the user chosen non-negative constant. The stabilization term gives additional control over the fluctuation of gradients. Note that one can replace the gradient \( \nabla u_h \) by the derivative in streamline direction \( b \cdot \nabla u_h \) or (even better [18], [19]) by \( b_K \cdot \nabla u_h \) where \( b_K \) is a piecewise constant approximation of \( b \), which leads to similar results.

Now the stabilized semi-discrete problem reads:
\[
\begin{align*}
\text{Find } u_h : [0, T] \rightarrow V_h \text{ such that } u_h(0) &= u_{0,h} \quad \text{and} \\
(u_h, v_h) + a_h(u_h, v_h) &= (f, v_h) \quad \forall v_h \in V_h
\end{align*}
\]
where
\[
a_h(u, v) := a(u, v) + S_h(u, v).
\]

Let us introduce the mesh-dependent norm on the space \( V_h \) by
\[
\| v \| := \left( \varepsilon \| v \|_2^2 + \sigma_0 \| v \|_0^2 + \sum_{K \in T_h} \mu_K \| \kappa_h \nabla v \|_{0,K}^2 \right)^{1/2}.
\]

Stability and convergence properties of the LPS method (5) are based on the following assumptions with respect to the pair \( (V_h, D_h) \), see [22], [23].

**Assumption A1:** There is an interpolation operator \( j_h : H^2(\Omega) \rightarrow V_h \) such that for all \( K \in T_h, v \in H^l(K) \), and \( 2 \leq l \leq r + 1 \), the interpolation error estimate
\[
\| v - j_h v \|_{0,K} + h_K |v - j_h v|_{1,K} \leq C h^r_k \| v \|_{l, K}
\]
and the orthogonality
\[(v - \hat{j}w, q_h) = 0 \quad \forall q_h \in D_h, \forall v \in H^2(\Omega)\]
hold true.

**Assumption A2**: The fluctuation operator \(\kappa_h\) satisfies the following approximation property
\[\|\kappa_h q\|_{0,K} \leq C h^{1/2} |q|_{1,K} \quad \forall q_h \in T_h, \forall q \in H^1(K), 0 \leq l \leq r.\]
For the stationary problem associated with (1) we have

**Theorem 1.** Suppose A1 and A2, \(\mu_K \sim h_K\) for all \(K \in T_h\) and let the data of the problem be sufficiently smooth. Then there exists a positive constant \(C\) independent of \(\varepsilon\) and \(h\), such that
\[\|\|v - j_h w\|\| \leq C (\varepsilon^{1/2} + h^{1/2}) h^r \|w\|_{r+1}\]
for all \(w \in H^{r+1}(\Omega) \cap H^0(\Omega)\).
For more detail, see [23], [22].

### III. Time discretization

We discretize the problem (5) in time using the continuous Galerkin-Petrov method (cGP) and the discontinuous Galerkin method (dG). To this end, we decompose the time interval \(J = (0, T)\) into \(N\) sub-intervals \(J_n = (t_{n-1}, t_n)\) of length \(\tau_n = t_n - t_{n-1}\), where \(n = 1, \ldots, N\). Let \(n = 0 < t_1 < \cdots < t_{N-1} < t_N = T\), \(\tau = \max_{1 \leq n \leq N} \tau_n\). In the following, the set of the time intervals \(\mathcal{M}_\tau\) will be called the time-mesh. For any positive integer \(k\), the discontinuous and continuous spaces are defined as
\[Y_h := \{v \in L^2(J, V_h) : v|_{J_n} \in P_k(J_n, V_h) \quad \forall J_n \in \mathcal{M}_\tau\},\]
\[X_h := \{u \in C(J, V_h) : u|_{J_n} \in P_k(J_n, V_h) \quad \forall J_n \in \mathcal{M}_\tau\},\]
where
\[P_k(J_n, V) := \{u : J_n \rightarrow V : u(t) = \sum_{j=0}^{k} U_j \phi\}\]
is the space of \(V_h\)-valued polynomials in time of order \(k\).

#### A. The cGP(\(k\)) method

In this method, we use the space \(X_h\) as the fully discrete solution space and \(Y_h\) as the discrete test space. The fully discrete cGP method is defined as follows:

Find \(U \in X_h\) such that \(U(0) = u_{h,0}\) and
\[\int_0^T \left\{ (U', \psi) + a_h(U, \psi) \right\} = \int_0^T (f, \psi) \quad (7)\]
for all \(\psi \in Y_h\). Since the discrete test space is discontinuous in time, problem (7) can be solved by a time-marching process where successively local problems on the time intervals \(J_n\) are solved. We consider the mesh-dependent norm
\[\|v\|_{cGP} := \left( \int_0^T \left( \|v'\|^2 + \|v\|^2 \right) \right)^{1/2}.\]

The following result states an a priori error estimate for the fully discrete formulation (7), which is derived using the idea from [21], [24].

**Theorem 2.** Suppose A1, A2, and \(\mu_K \sim h_K\) for all \(K \in T_h\). Let \(U\) and \(u\) be the solutions of the fully discrete problem (7) and the continuous problem (1). Moreover, let \(u \in H^1(H^{r+1})\). Then there exists a positive constant \(C\) independent of \(h, \tau\) and \(\varepsilon\), such that the error estimate
\[\|U - u\|_{cGP} \leq C \left( \tau^k + (\varepsilon^{1/2} + h^{1/2}) \tau^r \right) \quad (8)\]
holds true.

#### B. The dG(\(k\)) method

Here the discrete solution space is the same as the test space, namely \(Y_h\). The fully discrete dG(\(k\)) method reads:

Find \(U \in Y_h\) such that
\[\sum_{n=1}^{N} \int_{J_n} \left\{ (U', \psi) + a_h(U, \psi) \right\} = \sum_{n=1}^{N} \int_{J_n} (f, \psi) \quad (9)\]
for all \(\psi \in Y_h\), where the left-sided value \(u_n^-\), right-sided value \(u_n^+\) and the jump \([u]_n\) are defined as
\[u_n^- := \lim_{t \to t_n^-} u(t), \quad u_n^+ := \lim_{t \to t_n^+} u(t), \quad [u]_n := u_n^+ - u_n^-\]
Due to the discontinuity in time of the discrete test space, a time-marching process can be used to solve (9). We consider the following mesh-dependent norm for the dG time discretization method
\[\|v\|_{dG} := \left( \sum_{n=1}^{N} \left( \|v_n^-\|^2 + \frac{1}{2} \|v_n^+\|_0^2 \right) + \frac{1}{2} \sum_{n=1}^{N-1} \left( \|v_n^+\|^2 + \frac{1}{2} \|v_{n-1}^-\|^2 \right) \right)^{1/2}.\]

The next theorem states the main results from [1].

**Theorem 3.** Suppose A1, A2, and \(\mu_K \sim h_K\) for all \(K \in T_h\). Let \(U\) and \(u\) be the solutions of the fully discrete problem (9) and the continuous problem (1), respectively. Moreover, let \(u \in H^1(H^{r+1})\). Then there exists a positive constant \(C\) independent of \(h, \tau\) and \(\varepsilon\), such that the error estimate
\[\|U - u\|_{dG} \leq C \left( \tau^{k+1/2} + (\varepsilon^{1/2} + h^{1/2}) \tau^r \right) \quad (10)\]
holds true.

### IV. Numerical studies

This section will present some numerical results for the cGP and dG methods in time combined with LPS method in space. All numerical calculation were performed with the finite element package MooNMD [15].
In our numerical computations, we use the mapped finite element spaces [6] where the enriched spaces on the reference cell $\hat{K}$ are given by

$$r^{\text{bubble}}(\hat{K}) := P_r(\hat{K}) + \hat{b}_\Delta P_{r-1}(\hat{K}),$$

$$Q^{\text{bubble}}(\hat{K}) := Q_r(\hat{K}) + \text{span}\{\hat{\epsilon}^i x^{i-1}, \ i = 1, 2\}.$$  

Here, $\hat{b}_\Delta$ and $\hat{b}_\Box$ are the cubic bubble on the reference triangle and the biquadratic bubble on the reference square, respectively. The pairs $(P_r^{\text{bubble}}, P_{r-1}^{\text{bubble}}), r \geq 1$, on triangles and the pairs $(Q_r^{\text{bubble}}, P_{r-1}^{\text{bubble}}), r \geq 1$, on quadrilaterals fulfill the assumptions A1 and A2. Further examples of spaces $(V_h, D_h)$ satisfying A1 and A2 are given in [22], [23].

The numerical tests have used for $(V_h, D_h)$ the pairs $(Q_r^{\text{bubble}}, P_{d}^{\text{disc}})$ and $(P_r^{\text{bubble}}, P_{d}^{\text{disc}}), r = 1, 2, 3$. The stabilization parameters $\mu_K$ have been chosen as

$$\mu_K = \mu_0 h_K \quad \forall K \in T_h$$

where $\mu_0$ denotes a constant which will be given for each of the test calculations.

**Example 1.** We consider as example a pure transport problem in two dimensions: a rotating Gaussian benchmark taken from [4]. Hence, we consider (1) in

$$\Omega = \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1\}$$

with the data

$$\varepsilon = 0, \ b = (-y, x)^T, \ \sigma = f = 0,$$

and the Gaussian initial condition

$$u_0(x, y) = \exp \left( -10(x - 0.3)^2 - 10(y - 0.3)^2 \right)$$

is centered at $(0.3, 0.3)$. In order to illustrate the convergence order in time of the discrete solution, we have chosen a finite element space based on $P_3^{\text{disc}}$ with projection onto $P_2^{\text{disc}}$ on a relatively fine mesh consisting of 32,768 cells. The coefficient in the stabilization parameter is set to $\mu_0 = 0.1$. We evaluate the results of our calculations by considering the following norms

$$||e||_{L^2(J,V_h)} := \left( \int_0^T ||e||^2_{V_h} \ dt \right)^{1/2},$$

$$||e||_{L^\infty(J,V_h)} := \max_{1 \leq n \leq N} ||e(t_n)||_{V_h}.$$  

In Tables I-III, we report the convergence orders at $T = 2\pi$ (one complete rotation) of the discrete solution obtained with the cGP($k$)-method with $k \in \{1, 2, 3\}$. The predicted orders for the error and its time derivative in the integral-based norm $|| \cdot ||_{L^2(J,V_h)}$ are confirmed.

For heat equation, it was shown in [3] that the cGP($k$) method are superconvergent of order 2k in the discrete time points $t_n$. We can observe the order 2k for cGP($k$) method with $k \in \{1, 2, 3\}$ also for the time-dependent convection-diffusion equation with the local projection method as spatial stabilization.

Furthermore, we also present norms of the error $\tilde{e} = u - \tilde{U}$ which was shown in [21] that for $k \geq 2$ at least a superconvergence of order $k + 2$ can be obtained for the cGP($k$)-method. From the results of Tables IV-VI, we see that expected convergence orders are achieved for cGP(1) and cGP(2). For cGP(3), the error start decreasing for smaller time step length. This is because of the error in space dominates, i.e., the mesh size is not small enough to see the corresponding convergence order in time.

**TABLE I**

| $t$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^\infty(J,V_h)}$ |
|-----|----------------|----------------|----------------|----------------|
| 1/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 2/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 4/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 8/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |

| $t$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^\infty(J,V_h)}$ |
|-----|----------------|----------------|----------------|----------------|
| 1/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 2/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 4/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 8/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |

**TABLE II**

| $t$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^\infty(J,V_h)}$ |
|-----|----------------|----------------|----------------|----------------|
| 1/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 2/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 4/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 8/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |

**TABLE III**

| $t$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^2(J,V_h)}$ | $||e||_{L^\infty(J,V_h)}$ |
|-----|----------------|----------------|----------------|----------------|
| 1/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 2/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 4/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |
| 8/10 | 4.09-0 | 4.09-0 | 4.09-0 | 4.09-0 |

In Tables VII-IX, we report the errors and convergence orders obtained for the discontinuous Galerkin method dG($k$) with $k \in \{1, 2, 3\}$. Optimal convergence with respect to the integral-based norm was again obtained, see Theorem 3. It
was proved in [25] that the dG(k) method is superconvergent of order 2k + 1 in the discrete time points t₀,ₙ for an abstract symmetric model problem like the heat equation. We can also observe the order 2k + 1 for dGk method with k ∈ {1, 2, 3}.

In X-II, errors and convergence history of post-processed solution associated with the discontinuous Galerkin method are presented. In [21], the superconvergence of order k + 2 for dG(k) method, k ≥ 1, are obtained for the Burgers equations as a test problem. In our model problem, we also see that the dG(k) method is superconvergent of order k + 2.

Example 2. This example is taken from [17]. The prescribed solution has the form

\[ u(x, y; t) = 16 \sin(\pi t)x(1-x)y(1-y) \times \left( \frac{1}{2} + \arctan \left( \frac{2e^{-1/2}w(x, y)}{\pi} \right) \right) \]

where

\[ w(x, y) := (0.25^2 - (x - 0.5)^2 - (y - 0.5)^2). \]

This is a hump changing its height in the course of time. The steepness of the circular internal layer depends on the diffusion parameter ε. Analogous to [17], we present the simulation for \( \varepsilon = 10^{-6} \), \( b = (2, 3) \), \( \sigma = 1 \) and \( T = 2 \). We measure the size of the spurious oscillation by

\[ \var(t) := \max_{(x, y) \in \Omega} U(x, y; t) - \min_{(x, y) \in \Omega} U(x, y; t) \]

where the maximum and minimum were computed only in the vertices of the mesh cells.

The time step was chosen to be \( \tau = 10^{-3} \) and computations were performed on a regular grid consisting of 128 × 128 squares. This leads to 33,025 degrees of freedom for \( Q^1_{\text{bubble}} \), 98,817 for \( Q^2_{\text{bubble}} \) and 180,993 for \( Q^2_{\text{bubble}} \). Note that, in the following figures only the nodal values at the cell vertices are shown, i.e., the additional bubble part of the solution will not be shown. We have performed the calculation with \( \mu_0 \in \{0.01, 0.1, 1.0\} \).

The obtained numerical solutions for cGP(1) and the pair \( (Q^1_{\text{bubble}}, \tilde{P}^1_{\text{disc}}) \) with different values of stabilization parameter \( \mu_0 \) in \( \mu_K = \mu_0 h_K \) are presented in Fig. 1 and table XIII. We see that for the small value of \( \mu_0 = 0.01 \) the solution oscillates, and for large value of \( \mu_0 = 1.0 \) the tendency of smearing is observed, see Fig. 1 top and bottom, respectively. For a suitable value of \( \mu_0 = 0.1 \) the solution is captured very well but still we see some small overshoots and undershoots. The computed solutions for cGP(2) and the pair \( (Q^2_{\text{bubble}}, \tilde{P}^2_{\text{disc}}) \) with different values of \( \mu_0 \) are given in Fig. 2 and table XIII. Here, the behavior of the numerical solution with respect to the stabilization parameter \( \mu_0 \) is similar to the cGP(1) case. That is, the small value of \( \mu_0 = 0.01 \) causes oscillations and the large value \( \mu_0 = 1.0 \) causes smearing, see Fig. 2 top and bottom, respectively. For \( \mu_0 = 0.1 \) the solution is captured.

---

**Table VI**

<table>
<thead>
<tr>
<th>ε</th>
<th>( | e |<em>{L^2(J, V</em>{h, 0})} )</th>
<th>( | e |<em>{L^2(J, V</em>{h, 1})} )</th>
<th>( | e |<em>{L^\infty(J, V</em>{h, 0})} )</th>
<th>( | e |<em>{L^\infty(J, V</em>{h, 1})} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 \times 10^{-2}</td>
<td>3.0115</td>
<td>3.036</td>
<td>3.02</td>
<td>3.03</td>
</tr>
<tr>
<td>2 \times 10^{-3}</td>
<td>3.0115</td>
<td>3.036</td>
<td>3.02</td>
<td>3.03</td>
</tr>
</tbody>
</table>

**Table VII**

<table>
<thead>
<tr>
<th>ε</th>
<th>( | e |<em>{L^2(J, V</em>{h, 0})} )</th>
<th>( | e |<em>{L^2(J, V</em>{h, 1})} )</th>
<th>( | e |<em>{L^\infty(J, V</em>{h, 0})} )</th>
<th>( | e |<em>{L^\infty(J, V</em>{h, 1})} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 \times 10^{-2}</td>
<td>1.9096</td>
<td>2.007</td>
<td>2.00</td>
<td>2.01</td>
</tr>
<tr>
<td>2 \times 10^{-3}</td>
<td>1.9096</td>
<td>2.007</td>
<td>2.00</td>
<td>2.01</td>
</tr>
</tbody>
</table>

**Table VIII**

<table>
<thead>
<tr>
<th>ε</th>
<th>( | e |<em>{L^2(J, V</em>{h, 0})} )</th>
<th>( | e |<em>{L^2(J, V</em>{h, 1})} )</th>
<th>( | e |<em>{L^\infty(J, V</em>{h, 0})} )</th>
<th>( | e |<em>{L^\infty(J, V</em>{h, 1})} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 \times 10^{-2}</td>
<td>5.351</td>
<td>5.351</td>
<td>5.35</td>
<td>5.35</td>
</tr>
<tr>
<td>2 \times 10^{-3}</td>
<td>5.351</td>
<td>5.351</td>
<td>5.35</td>
<td>5.35</td>
</tr>
</tbody>
</table>

**Table IX**

<table>
<thead>
<tr>
<th>ε</th>
<th>( | e |<em>{L^2(J, V</em>{h, 0})} )</th>
<th>( | e |<em>{L^2(J, V</em>{h, 1})} )</th>
<th>( | e |<em>{L^\infty(J, V</em>{h, 0})} )</th>
<th>( | e |<em>{L^\infty(J, V</em>{h, 1})} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 \times 10^{-2}</td>
<td>4.6805</td>
<td>4.72</td>
<td>4.72</td>
<td>4.72</td>
</tr>
<tr>
<td>2 \times 10^{-3}</td>
<td>4.6805</td>
<td>4.72</td>
<td>4.72</td>
<td>4.72</td>
</tr>
</tbody>
</table>

**Table X**

<table>
<thead>
<tr>
<th>ε</th>
<th>( | e |<em>{L^2(J, V</em>{h, 0})} )</th>
<th>( | e |<em>{L^2(J, V</em>{h, 1})} )</th>
<th>( | e |<em>{L^\infty(J, V</em>{h, 0})} )</th>
<th>( | e |<em>{L^\infty(J, V</em>{h, 1})} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 \times 10^{-2}</td>
<td>1.9292</td>
<td>2.007</td>
<td>2.00</td>
<td>2.01</td>
</tr>
<tr>
<td>2 \times 10^{-3}</td>
<td>1.9292</td>
<td>2.007</td>
<td>2.00</td>
<td>2.01</td>
</tr>
</tbody>
</table>
very well with very small overshoots and undershoots, see Fig. 2 middle. Using cGP(3) and the pair \((Q_{3}^{\text{bubble}}, P_{2}^{\text{disc}})\), the situation changes. From Fig. 3 and Table XIII, we see that even for the small value of \(\mu_{0} = 0.01\) solution shows no oscillations. The solution is captured very well on almost the whole domain.

The obtained numerical results for dG(1) and the pair \((Q_{1}^{\text{bubble}}, P_{0}^{\text{disc}})\) with different values of stabilization parameters \(\mu_{0}\) in \(\mu_{K} = \mu_{0} h_{K}\) are presented in Fig. 4 and Table XIII, for dG(2) and \((Q_{2}^{\text{bubble}}, P_{1}^{\text{disc}})\) in Fig. 5 and for dG(3) and \((Q_{3}^{\text{bubble}}, P_{2}^{\text{disc}})\) in Fig. 6. It is to be noted that, there are no significant differences between the numerical solutions obtained by using the cGP(\(k\)) or dG(\(k\)) methods. Furthermore, the position of the hump is captured very well with higher order discretization schemes, see the figures 3 and 6.

<table>
<thead>
<tr>
<th>(r)</th>
<th>(\mu_{0})</th>
<th>\text{var}(0.3)</th>
<th>(r)</th>
<th>(\mu_{0})</th>
<th>\text{var}(0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1.174378-1</td>
<td>1.174996-1</td>
<td>0.01</td>
<td>1.174996-1</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>4.381543-2</td>
<td>4.381543-2</td>
<td>1.0</td>
<td>4.381543-2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.559145-2</td>
<td>4.559145-2</td>
<td>1.0</td>
<td>4.559145-2</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>1.860530-2</td>
<td>1.860530-2</td>
<td>2.0</td>
<td>1.860530-2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.754577-2</td>
<td>2.754577-2</td>
<td>2.0</td>
<td>2.754577-2</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>1.700958-2</td>
<td>1.700958-2</td>
<td>3.0</td>
<td>1.700958-2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.977295-2</td>
<td>2.977295-2</td>
<td>3.0</td>
<td>2.977295-2</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Hump changing its height, results obtained with \((Q_{r}^{\text{bubble}}, P_{r-1}^{\text{disc}})\)
with cGP(\(r\)) or dG(\(r\)), \(r = 1, 2, 3\).

Fig. 2. Hump changing its height, the computed solution with \((Q_{2}^{\text{bubble}}, P_{1}^{\text{disc}})\)
and cGP(2) at \(t = 0.5\), with \(\mu_{0} = 0.01, \mu_{0} = 0.1, \mu_{0} = 1\); top to bottom.

Fig. 3. Hump changing its height, the computed solution with \((Q_{3}^{\text{bubble}}, P_{2}^{\text{disc}})\)
and cGP(3) at \(t = 0.5\), with \(\mu_{0} = 0.01, \mu_{0} = 0.1, \mu_{0} = 1\); top to bottom.
Fig. 4. Hump changing its height, the computed solution with $(Q_{\text{bubble}}, P_{\text{disc}})$ and $dG(1)$ at $t = 0.5$, with $\mu_0 = 0.01$, $\mu_1 = 0.1$, $\mu_2 = 1$; top to bottom.

Fig. 5. Hump changing its height, the computed solution with $(Q_{\text{bubble}}, P_{\text{disc}})$ and $dG(2)$ at $t = 0.5$, with $\mu_0 = 0.01$, $\mu_1 = 0.1$, $\mu_2 = 1$; top to bottom.

Fig. 6. Hump changing its height, the computed solution with $(Q_{\text{bubble}}, P_{\text{disc}})$ and $dG(3)$ at $t = 0.5$, with $\mu_0 = 0.01$, $\mu_1 = 0.1$, $\mu_2 = 1$; top to bottom.
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