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Abstract—In this work we introduce an efficient method to limit the impact of the hiding process on the quality of the cover speech. Vector quantization of the speech spectral information reduces drastically the number of the secret speech parameters to be embedded in the cover signal. Compared to scalar hiding, vector quantization hiding technique provides a stego signal that is indistinguishable from the cover speech. The objective and subjective performance measures reveal that the current hiding technique attracts no suspicion about the presence of the secret message in the stego speech, while being able to recover an intelligible copy of the secret message at the receiver side.
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I. INTRODUCTION

In the last few years, steganography has witnessed a growing interest in applications aiming to provide digital data secrecy [1]. The arrival of digital camera and the growth of music industry have engendered a flood in both digital image and audio file available on the Web. While watermarking is motivated by the need to protect the copyright of the digital content of these data, steganography benefits greatly from this unsuspicious available digital information and uses it as a carrier to transmit secret digital image.

Image and speech steganography, both aver to be very promising since audio file and digital image are the most available and common carriers. In image steganography, the least-significant bit (LSB) approach is the most popular hiding approach. While the LSB hiding algorithm is very simple, the robustness of this technique against attacks is doubtful. New LSB steganalysis methods, based on statistical analysis techniques, were developed recently to not only recover the secret data but also to modify it [2]. Our alternative is a substitute carrier which could be used to hide speech messages. Audio files as they are very popular and widely spread over the Internet constitute a very interesting cover for other multimedia signals. In this paper, we propose an efficient technique aiming to hide speech messages in narrowband speech. The hiding process takes place through the high-frequencies low-magnitudes part of the cover speech to generate a similar-quality stego-speech. We opted to work in the frequency domain [3], [4] and hide the digital information within the amplitude component. The resulting stego-speech is indistinguishable from the original cover speech, and consequently will not provoke any doubt on its authenticity.

In this work we present a drastic improvement to the technique presented in [5], where each secret speech frame is represented by 13 parameters that are embedded in the cover speech frame. To minimize the impact of the hiding process on the quality of the cover speech, we adopt in this paper vector quantization (VQ) concept to minimize the number of the secret speech parameters to only 4 parameters per frame. Vector quantization is extensively used in speech communication to reduce the coding rate since several parameters could be represented simultaneously by one index.

II. SPEECH-IN-SPEECH HIDING

Narrowband speech is a baseband signal with most of the relevant intelligibility-preserving frequency components in the [300:3400Hz] spectrum. In all vowels and most of the voiced consonants, the magnitude spectrum shows very weak components at high frequencies. In this paper, we will take advantage of these speech characteristics to design an efficient speech-in-speech hiding algorithm. Our speech steganography system consists of embedding the secret speech parameters in the high frequency locations of the magnitude spectrum of the cover speech. Theoretically, the resultant stego speech is expected to be perceptually indistinguishable from the cover speech since the pertinent low-frequency components will remain intact.

A. Cover speech decomposition

In general, speech signals are presented as a two-dimensional signals either in time domain or frequency domain. The time domain speech waveforms are more sensitive to modifications than the frequency domain counterparts. For this reason, the secret speech parameters are to be embedded in the magnitude spectrum of the cover speech. Hence, the need to convert the time domain speech frame \( s_c(n) \), \( n = 0, \ldots, M-1 \), to frequency domain \( S_c(k) \), \( k = 0, \ldots, M-1 \).

The most popular tool to perform this conversion is called the fast Fourier transform (FFT).

\[
S_c(k) = FFT(s_c(n), n = 0, \ldots, M - 1) \quad k = 0, \ldots, M - 1
\]

Since the secret speech parameters will be hidden in the magnitude spectrum, the cover speech spectrum need to be decomposed first to phase spectrum \( \varphi(k) \) and magnitude spectrum \( |S_c(k)| \) :

\[
S_c(k) = |S_c(k)|e^{j\varphi(k)}
\]
The necessity to parameterize the secret speech message before hiding is due to many factors. Among these factors, we mention the limited number of available hiding locations in narrowband cover speech. Secret speech must be represented by a very small number of parameters to accommodate the restricted number of available host locations. Speech parameterization known as speech analysis is widely used in many research areas, such as speech coding and speech recognition. In speech coding, the signal is subject to a speech analysis process to represent the original signal with the pertinent parameters. These parameters are coded and sent to the receiver where an inverse algorithm known as speech synthesis is used to reconstruct a copy of the original signal. The most popular speech analysis algorithms are based on the human speech production model [6]. In this model, a speech signal is produced by the sequential excitation of two filters, a pitch filter, representing the periodicity in voiced segments (this periodicity is due to the vibration of the vocal cords), and a linear prediction (LP) filter modeling the vocal tract (this filter generates the short-term correlation present in all types of speech). Figure 1 shows a simplistic diagram of the speech production model. The linear prediction coding (LPC) model is based on this diagram. The LPC model is widely used in speech coding to represent the speech frames with a limited number of parameters for transmission. At the receiver, these parameters are used to reconstruct a synthetic-quality speech signal. Speech analysis consists of two phases: a pitch analysis to extract the pitch delay $d$ and pitch gain $g$, and an LP analysis to get the 10 LP coefficients, $a_i$ ($i = 1, \ldots, 10$). The pitch and LP parameters are used to build the pitch filter and LP filter, respectively. In the LPC model, the pitch filter is used only for voiced segments. For unvoiced speech only the LP filter is used since there is no periodicity in this class of speech. In-depth details about the speech analysis steps are given in [5].

LP coefficients are very sensitive to errors. The direct quantization of these coefficients might produce an unstable LP filter. For this reason, the LP coefficients are often converted to a better representation before any processing. One of the popular representations is the line spectrum frequencies (LSF) [7]. In this work, we adopted this representation since the 10 LSF coefficients $\omega_i$ ($i = 1, \ldots, 10$) will be subject to vector quantization before hiding.

### C. LSF vector quantization

Unlike scalar quantization which codes each LSF coefficient separately, vector quantization treats the 10 LSF coefficients as one vector $V_{\text{inp}}$. This vector is tested against all the LSF vectors of a codebook to select the closest match. For this purpose, a codebook of L LSF vectors is first designed after a training phase. Each codebook entry is represented by one index. For example, in this paper, we adopted a rich LSF codebook of 1024 entries $V_i$ ($i = 1, \ldots, 1024$). The index, $I_{\text{opt}}$, of the best match is determined by the minimization of the spectral distortion between the current frame LSF vector $V_{\text{inp}}$ and each of the codebook vectors $V_i$.

$$I_{\text{opt}} = \arg \min_{1 \leq l \leq 1024} SD(V_{\text{inp}}, V_i)$$  \hspace{1cm} (3)

In the hiding process, the 10 LSF coefficients will be represented by one index $I_{\text{opt}}$. Compared to the scalar hiding (SH) technique in [5] (which embed all the 10 LSF coefficients), this new VQ hiding (VQH) approach saves nine cover speech frequency locations, hence lessening drastically the impact of the hiding process on the cover speech quality. The stego speech will look more similar to the cover speech, rendering any steganalysis attempt more difficult.

### D. Hiding phase

In the hiding phase, each 10-ms secret speech frame will be hidden (in terms of its four parameters) in a 10-ms cover speech frame. The index $I_{\text{opt}}$ as well as the pitch delay $d$, gain $g$ and voiced/unvoiced (V/UV) bit $vb$ of each secret speech frame will be embedded in the last frequency locations of the cover speech magnitude spectrum. Following is the hiding algorithm:

$$|S_{s}(79)| = d$$
$$|S_{s}(78)| = g$$
$$|S_{s}(77)| = I_{\text{opt}}$$
$$|S_{s}(76)| = vb$$
$$|S_{s}(0 : 75)| = |S_{c}(0 : 75)|$$

Combining the new magnitude spectrum with the unchanged cover speech phase spectrum gives the stego speech spectrum $S_{s}(k)$,

$$S_{s}(k) = |S_{c}(k)| e^{j\phi(k)} \quad k = 0, \ldots, 79$$  \hspace{1cm} (4)

The time-domain stego speech, $s_{s}(n)$ is obtained by inverse FFT (IFFT) of the stego spectrum,

$$s_{s}(n) = \text{ifft}(S_{s}(k)) \quad n = 0, \ldots, 79$$  \hspace{1cm} (5)

Figure 2 illustrates the general steps of the VQ hiding technique. The stego signal can be made public. For example, it can be uploaded on the Internet. However, only those users having the reverse embedding algorithm can extract the secret message. To attract no suspicion about the presence of a secret message in the stego speech, a widespread speech signal that is available in thousands of copies on the Internet could be chosen as the cover signal.
III. SECRET SPEECH RECOVERING

A. Secret speech parameters extraction

At the receiver, the secret speech reconstruction starts by extracting the four hidden parameters from the stego speech. A reverse order algorithm to the embedding process is used for this purpose. The stego speech \( s_{opt}(n) \) is first subject to a Fourier transform to convert it to the frequency domain \( S_s(k) \). The stego speech spectrum \( S_s(k) \) is then decomposed to magnitude and phase spectrum. The four secret speech parameters are then extracted from the same predefined magnitude spectrum locations.

- pitch delay \( d = |S_s(79)| \)
- gain \( g = |S_s(78)| \)
- LSF index \( I_{opt} = |S_s(77)| \)
- V/UV bit \( vb = |S_s(76)| \)

B. Secret speech reconstruction

Once extracted from the stego speech frame, the pitch delay \( d \), gain \( g \) and the V/UV bit \( vb \) will be used directly to build the pitch filter for voiced speech. However, the index \( I_{opt} \) is applied to the LSF codebook to point to the optimal LSF vector \( V_{opt} \). For this reason, the same copy of the LSF codebook must be available both at the transmitter and receiver. The LSF vector \( V_{opt} \) is then converted back to a 10-dimensional LP vector \((a_1, \ldots, a_{10})\). The LP parameters are used to build the LP synthesis filter \( H(z) \).

\[
H(z) = \frac{1}{1 - \sum_{i=1}^{10} a_i z^{-i}} \quad (6)
\]

A random generator produces a gaussian excitation signal \( e(n) \) that is applied sequentially to the pitch and LP synthesis filters. The signal, \( \hat{s}(n) \), at the output of the LP synthesis filter is a reproduction of the original secret message \( s(n) \). Figure 3 illustrates the secret speech reconstruction process. Since the LPC-model parameter values that are extracted from the stego speech have the same exact values as the embedded ones, the reconstructed secret speech signal is not affected by the hiding algorithm. The minor degradations present in this signal, when compared with original secret signal, comes from the LPC model and the LSF vector quantization.


\begin{table}[h]
\centering
\caption{Objective performance of the LSF vector quantization. (in the absence of LSF VQ: the secret speech is reconstructed from the LPC model 13 parameters.)}
\begin{tabular}{|c|c|c|}
\hline
Speaker & SEGSNR (dB) Without LSF VQ & SEGSNR (dB) With LSF VQ \\
\hline
Female & 16.32 & 14.83 \\
Male & 16.12 & 14.75 \\
Average & 16.18 & 14.79 \\
\hline
\end{tabular}
\end{table}

C. Impact of the LSF VQ on the secret speech

The LSF VQ has a positive impact on the cover speech since it reduces the amount of the information to be hidden. Better stego speech quality is achieved when using this technique. However, the negative impact of the LSF VQ is on the secret speech. The LSF vector \( V_{opt} \) used at the receiver is just a closest match to the original LSF vector \( V_{inp} \). Table I shows the impact of the LSF VQ on the secret speech in terms of the segmental signal to noise ratio (SEGSNR). It is apparent from this table that the LSF VQ introduces slight quality degradations into the secret speech. Informal listening tests to both the original and reconstructed secret speech signals approve the outcome of the objective measures. While some perceptual distortions are easily noticeable, the reconstructed speech \( \hat{s}(n) \) remains perfectly intelligible.

IV. EVALUATION

To assess the efficiency of the VQ hiding (VQH) method, we have conducted several comparative simulations in which both hiding techniques, scalar hiding (SH) and VQH are tested on the same database. We have used two assessment tools: 1) the segmental signal-to-noise ratio (SEGSNR), an objective criteria that measures the temporal discrepancy between the cover and stego signals, and 2) the comparative mean opinion score (CMOS), a subjective listening measure to spot any perceptual similarity between the cover and stego speech. The SEGSNR of a speech file is just the average of the SNRs of all file frames. For each speech frame, the SNR in decibel (dB) is defined by

\[
SNR(dB) = 10 \log_{10} \left( \frac{\sum_{n=0}^{N-1} |s_c(n)|^2}{\sum_{n=0}^{N-1} |s_c(n) - s_s(n)|^2} \right) \quad (7)
\]
Fig. 3. Block diagram showing the steps to extract the secret parameters and reconstruct the secret speech $s(n)$ from the stego speech signal $s_s(n)$.

The CMOS outcomes consist of a 3-level scale (-1,0,1). Each pair of a cover speech and its corresponding stego file is presented to each listener twice by reversing the order. Listeners have to announce the better quality signal between the cover and stego speech. Score 1 is marked if a listener chooses the cover speech, -1 if stego, and 0 if a listener couldn’t notice any clear difference between both signals. The evaluation speech database consists of 6 cover speech and 10 secret speech signals. The simulations are done in five rounds, in each round both SH and VQH systems are compared using one cover signal and one secret signal selected randomly from the secret speech database. In Table II, we present the SEGSNR for both hiding approaches. The VQH technique provides an important gain of almost 4 dB compared to the scalar hiding method. Table III shows that the similarity between the cover and stego speech is increased when using the VQ hiding technique.

### TABLE II
Objective performance of the scalar and vector hiding techniques.

<table>
<thead>
<tr>
<th>Speaker</th>
<th>SEGSNR (dB)</th>
<th>SH</th>
<th>VQH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>44.41</td>
<td>48.31</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>44.32</td>
<td>48.28</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>44.365</td>
<td>48.295</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE III
Summary of subjective tests (CMOS) with the vector quantization hiding (VQH) approach.

<table>
<thead>
<tr>
<th>Cover speech</th>
<th>CMOS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SH</td>
</tr>
<tr>
<td>Female</td>
<td>0.14</td>
</tr>
<tr>
<td>Male</td>
<td>0.26</td>
</tr>
<tr>
<td>Average</td>
<td>0.20</td>
</tr>
</tbody>
</table>

### V. CONCLUSIONS

This work has developed an efficient algorithm for hiding speech in speech without attracting any suspicion about the presence of the secret message in the stego signal. The technique presented used the LSF vector quantization to reduce the number of the secret speech parameters from 13 to 4. We have minimized the negative influence of the hiding process on the cover speech quality. Experimental results on real male and female voice segments have shown that our technique is capable of hiding one narrowband speech message inside another narrowband speech segment to produce a stego speech segment that is indistinguishable from the original cover speech, while being able to recover a perfectly intelligible copy of the secret speech message.
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