Abstract—This paper presents the prediction of kidney dysfunction using different neural network (NN) approaches. Self organization Maps (SOM), Probabilistic Neural Network (PNN) and Multi Layer Perceptron Neural Network (MLPNN) trained with Back Propagation Algorithm (BPA) are used in this study. Six hundred and sixty three sets of analytical laboratory tests have been collected from one of the private clinical laboratories in Baghdad. For each subject, Serum urea and Serum creatinin levels have been analyzed and tested by using clinical laboratory measurements. The collected urea and creatinine levels are then used as inputs to the three NN models in which the training process is done by different neural approaches. SOM which is a class of unsupervised network whereas PNN and BPNN are considered as class of supervised networks. These networks are used as a classifier to predict whether kidney is normal or it will have a dysfunction. The accuracy of prediction, sensitivity and specificity were found for each type of the proposed networks. We conclude that PNN gives faster and more accurate prediction of kidney dysfunction and it works as promising tool for predicting of routine kidney dysfunction from the clinical laboratory data.
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I. INTRODUCTION

Renal failure is a serious medical condition affecting the kidneys. Renal failure can be a progressive disease or a temporary one depending on the cause and available treatment options [1].

The kidneys are glands that are located in the abdominal region just above the pelvis on either sides of the body. When functioning normally, the kidneys separate and filter excess water and waste from the blood stream. The kidneys are responsible for producing urine, which is used to flush away the toxins. The kidneys also maintain a healthy balance of fluids and electrolytes, or salt compounds, in the body.

In renal failure the kidneys undergo cellular death and are unable to filter wastes, produce urine and maintain fluid balances. This dysfunction causes a buildup of toxins in the body which can affect the blood, brain and heart, as well as other complications. Renal failure is very serious and even deadly if left untreated. There are two types of renal failure: acute and chronic. Acute renal failure occurs suddenly and is usually initiated by underlying causes, for example dehydration, infection, serious injury to the kidney or the chronic use of over the counter pain medications like Tylenol (acetaminophen) or Advil (ibuprofen). Acute renal failure is often reversible with no lasting damage. Chronic renal failure is more serious than acute renal failure because symptoms may not appear until the kidneys are extremely damaged. Chronic renal failure can be caused by other long term diseases, such as diabetes and high blood pressure. Chronic renal failure can worsen over time, especially when the problem has gone undiagnosed and treatment is delayed [2].

Recent changes in health care have motivated attempts to improve measures of illness severity and predict outcomes for several diseases like kidney disease. Adjustments for illness severity may have an important role in evaluating quality of care. Computerized scoring systems may be useful if they have a high prognostic accuracy.

NN derive their power due to their massively parallel structure, and an ability to learn from experience. They can be used for fairly accurate classification of input data into categories, provided they are previously trained to do so. The accuracy of the classification depends on the efficiency of training.

The knowledge gained by the learning experience is stored in the form of connection weights, which are used to make decisions on fresh input [3].

One computer technique under investigation is the Artificial Neural Network (ANN) [4]. They are able to model complex nonlinear systems with significant variable interactions. Theoretical work suggests that NN may be able to consistently match or exceed the performance of traditional statistical methods [5]. NN have been used effectively in several clinical studies, in areas including the evaluation of radiological
studies [6], the diagnosis of acute illness [7], the prediction of intensive-care-unit length of stay [8], the diagnosis of appendicitis [9], the diagnosis of psychiatric disorders [10,11] and the diagnosis of acute pulmonary embolism [12]. In Urology, there is a good example of NN application to diagnose prostate cancer [13].

The purpose of this study is to compare between the performance of three proposed NN predictor for the kidney dysfunction using a number of different admission laboratory and clinical data.

II. SELF ORGANIZATION MAPS

Kohonen networks or self-organizing feature maps are networks, consisting only of two layers, an input and an output layers. The output layer of Kohonen networks can be two-dimensional. The most important difference is that the neurons of the output layer are connected with each other. The arrangement of the output neurons plays an important role. Sensorial input signals, which are presented to the input layer, cause an excitation of the output neurons, which is restricted to a zone of limited extent somewhere in the layer. This excitation behavior comes from the back coupling of the neurons. It is essential to know how the interconnections of the neurons have to be organized in order to optimize the spatial distribution of their excitation behavior over the layer. Neurons with similar tasks can communicate over very short pathways.

The optimization produces topographic maps of the input signals, in which the most important relationships of similarity between the input signals are converted into relationships among the neuron positions. This corresponds to an abstracting capability which suppresses unimportant details and maps the most important features along the map dimension. In summary, one can say that Kohonen networks seek to transpose the similarity of sensorial input signals to the neighborhood of neuron positions.

The proposed algorithm for Kidney Dysfunction is based on the conventional SOM algorithm developed by Kohonen [14] [15]. A sketch of a SOM topology is shown in Fig. 1. The SOM algorithm for classification is summarized below:

1. Initialize input nodes, output nodes, and connection weights: Use the top (most frequently occurring) N terms as the input vector and create a two-dimensional map (grid) of M output nodes. Initialize weights $w_j$ from N input nodes to M output nodes to small random values.

2. Present each set in order: Describe each set as an input vector of N terms.

3. Compute distance to all nodes: Compute Euclidean distance $d_j$ between the input vector and each output node $j$:

$$d_j = \sum_{i=0}^{N-1} (x_i(t) - w_{ji}(t))^2$$

(1)

where $x_i(t)$ can be 1 or 0 depending on the presence of $i$-th term in the document presented at time $t$. Here, $w_j$ is the vector representing position of the map node $j$ in the document vector space. From a NN perspective, it can also be interpreted as the weight from input node $i$ to the output node $j$.

4. Select winning node $j^*$ and update weights to node $j^*$ and its neighbors: Select winning node $j^*$, which produces minimum $d_j$. Update weights to nodes $j^*$ and its neighbors to reduce the distances between them and the input vector $x_i(t)$:

$$w_{ji}(t+1) = w_{ji}(t) + \eta(t)(x_i(t) - w_{ji}(t))$$

(2)

Where $\eta(t)$ is the learning parameter. After such updates, nodes in the neighborhood of $j^*$ become more similar to the input vector $x_i(t)$. Here, $\eta(t)$ is an error-adjusting coefficient ($0 < \eta(t) < 1$) that decreases over time.

III. PROBABILISTIC NEURAL NETWORK

PNN which is a class of radial basis function (RBF) network is useful for automatic pattern recognition, nonlinear mapping and estimation of probabilities of class membership and likelihood ratios. It is a direct continuation of the work on Bayes classifiers in [18] which it is interpreted as a function that approximates the probability density of the underlying example distribution. The PNN consists of nodes with four
layers namely input, pattern, summation and output layers as shown in Fig. 2. The input layer consists of merely distribution units that give similar values to the entire pattern layer.

For this work, RBF is used as the activation function in the pattern layer. Fig. 3 shows the pattern layer of the PNN.

The \(|\text{dist}|\) box shown in Fig. 3 subtracts the input weights, \(IW_{1,1}\), from the input vector, \(p\), and sums the squares of the differences to find the Euclidean distance. The differences indicate how close the input is to the vectors of the training set. These elements are multiplied element by element, with the bias, \(b\), using the dot product (\(\cdot\)) function and sent to the radial basis transfer function. The output \(a\) is given as,

\[
a = \text{radbas} \left( \sum_{i=1}^{n} IW_{1,1} - p \right) b
\]

where \(\text{radbas}\) is the radial basis activation function.

The training algorithm used to train the RBF is the orthogonal least squares method which provides a systematic approach to the selection of RBF centers \([19, 20]\). The summation layer shown in Fig. 2 simply sums the inputs from the pattern layer which correspond to the category from which the training patterns are selected as either class 1 or class 2.

Finally, the output layer of the PNN is a binary neuron that produces the classification decision. As for this work, the classification is either class 1 for stable cases or class 2 for unstable cases.

Performance of the developed PNN can be found by calculating the Error \((E_n)\) between the Desired Output \((DO_n)\) and the Actual Output \((AO_n)\) as follows:

\[
E_n = \left| DO_n - AO_n \right|
\]

where, \(n\) is the test data number. The desired output is the known output data used for testing the NN. Meanwhile, the actual output \((AO)\) is the output obtained from testing on the trained network. The percentage mean error, \(ME\) (%), can be obtained as:

\[
ME(\%) = \frac{\sum_{n=1}^{N} E_n}{N} \times 100
\]

where \(N\) is the total number of test data. The general architecture for the proposed PNN system of prediction of kidney dysfunction is shown in Fig. 4.

IV. MULTI LAYER PERCEPTRON NN

Feed forward neural networks have a wide application field. This type of network has been used successfully in many fields. Neurons are stored and interconnected in the form of feed forward NN. Feed forward NN is composed of three layers: input, hidden, and output layers. The input vectors are obtained by being applied as \([x_1, x_2, \ldots, x_n]\) to the input layer of the neural network, and output vectors are obtained by being applied as \([y_1, y_2, \ldots, y_n]\) to the output network of the neural network.

The weight coefficient of each vector connection between the input, hidden, and output layers is computed according to
the effect of each operation element on other elements. A function such as sigmoid or hyperbolic tangent (tanh) could be chosen as a function of transfer, which is used to determine the outputs according to the neuron inputs. Tanh transfer function output may be between $-1$ and $+1$. The outputs of the neurons in the output layers are computed in the same way.

There may only be one hidden layer in the feed forward NN or there may be several hidden layers. Each neuron having the total weights of each neuron in the preceding layer sends inputs to each neuron in the next layer. Activation of each neuron is controlled by threshold function.

One of the most important points that should be done during the learning in the ANN is the adjusting of the learning coefficients. The learning coefficient is a fixed number, which may be chosen between 0.01 and 10. The learning behavior of the ANN may be violated due to high weights. To prevent this, the learning coefficient should be lower. On the other hand, lower learning rate slows down the learning. Thus for the momentum learning technique, the step size and the momentum coefficient should be set in accordance with the learning of the network.

In the learning of the network, multilayer perceptron (MLP), which is a successful learning algorithm, is used. MLP, which is back propagation algorithm, computes the error at the output of the network and sets weights of neurons again.

This operation is spread out to the layers and the error in the output is reduced. It is possible to determine which inputs affect the output and how much they affect the output while the neural network learns the obtained data. This can be found by comparing the weights of the inputs applied to the neural network relatively. After the learning is completed successfully, the classification performance is determined by applying test data to the neural network. If the performance values meet the desired criteria at the end of the test, the structure of the neural network is completed. In this stage, the output prediction can be made by applying different data to the NN. The back propagation feed forward NN is shown in fig. 5. Before the learning, lower and random values were selected for weight coefficients [21].

V. BACK PROPAGATION ALGORITHM

Different network topologies with powerful learning strategies to solve nonlinear problems have been reported. For the present application, back propagation with momentum is used to train the feed forward neural network. The output units (yk units) have weights and the hidden units have weights. During the training phase, each output neuron compares its computed activation $y_k$ with its target value $d_k$ to determine the associated error $E$ for the pattern with that neuron.

The ANN weights and biases are adjusted to minimize the least-square error. The minimization problem is solved by the gradient technique. This is achieved by BP of the error. When using momentum, the net is proceeding not in the direction of the gradient, but in the direction of a combination of the current gradient and the previous direction of weight correction. Convergence is sometimes faster if a momentum term is added to the weight update formula [22].

The summary of the BPA applied in the present work can be described as:

1. Initialization: Assuming no prior information is available, the synaptic weights and thresholds are picked to be of random value.
2. Presentations of the training examples: The network is presented with an epoch of training examples. For each example in the set, ordered in some fashion, the sequence of forward and backward computations described under points 3 and 4 are performed.
3. Forward computation
4. Backward computation
5. Iteration: The forward and backward computations under points 3 and 4 are iterated by presenting new epochs of training examples to the network to reach the stopping criteria.

Fig. 5 Feed forward back propagation neural network architecture.
The performance of the algorithm was evaluated by computing the percentages of Sensitivity (SE), Specificity (SP) and Accuracy of Prediction (AP), the respective definitions are as follows [25,26]:

\[ SE = \frac{TP}{(TP + FN)} \times 100 \]

Specificity: is the fraction of non-events that has been correctly rejected.

\[ SP = \frac{TN}{(TN + FP)} \times 100 \]

Accuracy of Prediction: is the prediction rate.

\[ CP = \frac{(TP + TN)}{(TN + TP + FN + FP)} \times 100 \]

where \( TP \) is the number of true positives, \( TN \) is the number of true negatives, \( FN \) is the number of false negatives, and \( FP \) is the number of false positives. Since it is interesting to estimate the performance of predictors based on the prediction of normal and abnormal kidney, the true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) are defined appropriately as shown below:

- \( FP \): Predicts normal as abnormal.
- \( TP \): Predicts abnormal as abnormal.
- \( FN \): Predicts abnormal as normal.
- \( TN \): Predicts normal as normal.

Sensitivity, specificity and accuracy of prediction have been calculated according to the above formulas for all of the testing data (61 cases). Table 2 shows the resulted SE, SP and CP for testing data of the three networks.

9. CONCLUSION

The use of NN has been proposed for prediction of kidney dysfunction by means of classifying the kidney into either normal or abnormal kidney. Urea and Creatinine levels were first measured in the clinical laboratory. These data were carried out to generate training data for the three NN and to predict the kidney failure. The accuracy, sensitivity and specificity were calculated for the proposed networks to evaluate its effectiveness.

For the supervised NN, PNN gives better accuracy, sensitivity and specificity compared with MLPNN as well as lower time of running the algorithm.

For the unsupervised training, SOM gives good result compared to the supervised networks (PNN and MLPNN). In conclusion, the proposed PNN model gives faster and more accurate prediction of Kidney dysfunction than SOM and MLPNN. It works as promising neural network technique for predicting of routine kidney dysfunction from the clinical laboratory data.
TABLE I
UNITS FOR MAGNETIC PROPERTIES

<table>
<thead>
<tr>
<th>No.</th>
<th>Urea (mg/100ml)</th>
<th>Cretin (mg/100ml)</th>
<th>Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35</td>
<td>0.8</td>
<td>Normal</td>
</tr>
<tr>
<td>2</td>
<td>34</td>
<td>0.8</td>
<td>Normal</td>
</tr>
<tr>
<td>3</td>
<td>57</td>
<td>1.4</td>
<td>Abnormal</td>
</tr>
<tr>
<td>4</td>
<td>65</td>
<td>1.4</td>
<td>Abnormal</td>
</tr>
<tr>
<td>5</td>
<td>38</td>
<td>0.9</td>
<td>Normal</td>
</tr>
<tr>
<td>6</td>
<td>34</td>
<td>0.8</td>
<td>Normal</td>
</tr>
<tr>
<td>7</td>
<td>53</td>
<td>1.3</td>
<td>Abnormal</td>
</tr>
<tr>
<td>8</td>
<td>38</td>
<td>0.9</td>
<td>Abnormal</td>
</tr>
<tr>
<td>9</td>
<td>185</td>
<td>4.6</td>
<td>Abnormal</td>
</tr>
<tr>
<td>10</td>
<td>43</td>
<td>1.1</td>
<td>Normal</td>
</tr>
<tr>
<td>11</td>
<td>36</td>
<td>0.8</td>
<td>Normal</td>
</tr>
<tr>
<td>12</td>
<td>48</td>
<td>1.1</td>
<td>Normal</td>
</tr>
<tr>
<td>13</td>
<td>48</td>
<td>1.2</td>
<td>Normal</td>
</tr>
<tr>
<td>14</td>
<td>47</td>
<td>1.1</td>
<td>Normal</td>
</tr>
<tr>
<td>15</td>
<td>142</td>
<td>3.7</td>
<td>Abnormal</td>
</tr>
<tr>
<td>16</td>
<td>27</td>
<td>0.8</td>
<td>Abnormal</td>
</tr>
<tr>
<td>17</td>
<td>32</td>
<td>0.8</td>
<td>Normal</td>
</tr>
<tr>
<td>18</td>
<td>39</td>
<td>0.9</td>
<td>Abnormal</td>
</tr>
<tr>
<td>19</td>
<td>39</td>
<td>0.9</td>
<td>Normal</td>
</tr>
<tr>
<td>20</td>
<td>36</td>
<td>0.9</td>
<td>Normal</td>
</tr>
<tr>
<td>21</td>
<td>50</td>
<td>1.2</td>
<td>Normal</td>
</tr>
<tr>
<td>22</td>
<td>39</td>
<td>0.8</td>
<td>Normal</td>
</tr>
<tr>
<td>23</td>
<td>38</td>
<td>0.9</td>
<td>Abnormal</td>
</tr>
<tr>
<td>24</td>
<td>39</td>
<td>0.9</td>
<td>Normal</td>
</tr>
<tr>
<td>25</td>
<td>45</td>
<td>1.1</td>
<td>Normal</td>
</tr>
<tr>
<td>26</td>
<td>39</td>
<td>0.9</td>
<td>Normal</td>
</tr>
<tr>
<td>27</td>
<td>50</td>
<td>1.2</td>
<td>Normal</td>
</tr>
<tr>
<td>28</td>
<td>44</td>
<td>1.1</td>
<td>Normal</td>
</tr>
<tr>
<td>29</td>
<td>32</td>
<td>0.8</td>
<td>Normal</td>
</tr>
<tr>
<td>30</td>
<td>72</td>
<td>1.9</td>
<td>Abnormal</td>
</tr>
<tr>
<td>31</td>
<td>39</td>
<td>0.9</td>
<td>Normal</td>
</tr>
<tr>
<td>32</td>
<td>32</td>
<td>0.8</td>
<td>Normal</td>
</tr>
<tr>
<td>33</td>
<td>46</td>
<td>1.2</td>
<td>Normal</td>
</tr>
<tr>
<td>34</td>
<td>38</td>
<td>0.9</td>
<td>Normal</td>
</tr>
<tr>
<td>35</td>
<td>147</td>
<td>3.9</td>
<td>Abnormal</td>
</tr>
<tr>
<td>36</td>
<td>39</td>
<td>0.9</td>
<td>Normal</td>
</tr>
<tr>
<td>37</td>
<td>50</td>
<td>1.2</td>
<td>Normal</td>
</tr>
</tbody>
</table>

TABLE II
UNITS FOR MAGNETIC PROPERTIES

<table>
<thead>
<tr>
<th>No. of cases</th>
<th>SE</th>
<th>SP</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOM</td>
<td>61</td>
<td>98%</td>
<td>97%</td>
</tr>
<tr>
<td>PNN</td>
<td>61</td>
<td>98%</td>
<td>99%</td>
</tr>
<tr>
<td>MLPNN</td>
<td>61</td>
<td>95%</td>
<td>94%</td>
</tr>
</tbody>
</table>
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