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Abstract—In this paper the multi-mode resource-constrained project scheduling problem with discounted cash flows is considered. Minimizing the makespan and maximization the net present value (NPV) are the two common objectives that have been investigated in the literature. We apply one evolutionary algorithm named multi-objective particle swarm optimization (MOPSO) to find Pareto front solutions. We used standard sets of instances from the project scheduling problem library (PSPLIB). The results are computationally compared respect to different metrics taken from the literature on evolutionary multi-objective optimization.
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I. INTRODUCTION AND LITERATURE REVIEW

RESOURCE constraint project scheduling problem (RCPSP) is a class of project scheduling that activities should be scheduled subject to precedence and resource constraints and it is proven to be NP-hard [1]. It has widely studied in the literature and various extensions of basic RCPSP have been developed. For an overview of these extensions refer to [2, 3].

The multi-mode resource-constrained project scheduling problem which is known as MRCPSP is a generalization of single-mode version which is RCPSP and is more realistic model.

Several authors have used exact and heuristic procedures to solve this problem. According to Jozefowska et al. [4] exact methods are unable to find optimal solution in reasonable computation time. Different heuristic approaches have been used to deal with this problem. Jozefowska et al. [4] and Bouleimen et al. [5] used Simulated Annealing algorithm to solve MRCPSP. Alcarez et al [6], Hartmann [7] and Mori, Teseng [8] proposed different genetic algorithms which Mori and Teseng considered only renewable resources. Jarboui et al. [9] also used PSO algorithm to solve this problem. In this paper, we present a new heuristic solution procedure to solve MRCPSP. We consider solving the problem with two objectives. The first objective is minimizing the makespan and the second one is maximizing the net present value. Minimizing the makespan is the most popular objectives in the literature [10]. Recent surveys on is maximizing the net present value in MRCPSP are [11], [12] and [13]. Ulsoy et al. [12] used GA approach to solve four payment models for solving MRCPSPDCF which we use their delayed scheduling in our model to maximize the net present value.

Taking this problem into account as the multi-objective problem has not been well studied. Several authors have used different ways to cope with multiple objectives. Nudtasomboon and Randhawa [14] define one overall objective as the weighted sum of all performance measures considered. They used various objectives such as makespan, weighted tardiness, resource leveling and usage of nonrenewable resources. Vob and Witt [15] define an objective that contains makespan, weighted tardiness and setup costs. Using generation of Pareto-optimal schedules is another way to deal with multiple objectives. This is done by Slowinski et al. [16] Nabrzinski and Welgarz [17] present a knowledge based approach to a project scheduling problem with multiple modes.

The use of evolutionary algorithms for multi objective optimization has significantly grown in last few years [18]. We used Multi objective particle swarm optimization to solve this problem. The rest of this research is organized as follow:

In section two we will consider the generalized formulation of MRCPSP and we mathematically formulated the problem. In Section three and four you will see the application of the proposed meta-heuristic: MOPSO. Computational results and the analyses for the results are given in section five and finally some conclusions are given in section six.
II. MODEL

Consider an activity-on-node project which consists of \( V = \{1, 2, \ldots, n\} \) activities. Activities 1 and \( n \) are dummy activities and represent the start and completion of the project.

Each activity \( j \in V \) can be performed in one of its mode given by the set \( \{1, \ldots, M\} \). Each mode represents resource requirement and activity duration. The duration of activity \( j \) when executed in mode \( m \) is \( d_{jm} \) and all of the activities must be done without interruption. For each activity \( j \), the precedence activities set is denoted as \( P(j) \).

Activities 1, \( n \) have duration equal to zero and don’t need any resources in their unique modes. The set of renewable resources is denoted as \( R_0 \) and activity \( j \) performed in mode \( m \) requires \( r_{jm} \) units of renewable resource \( k \). The cash flow of each activity is represented by \( CF_j \). Cash outflows are included by the execution of activities and usage of resources while cash inflows result from payments due to completion of specified parts of project. Furthermore, we assume that the discount factor is \( \alpha \). Now the model can be formulated as follow:

\[
\begin{align*}
\text{Min} & \sum_{i=1}^{L_S} t_i X_{mit} \\
\text{Max} & \sum_{m=1}^{M} \sum_{i=1}^{L_S} CF_i e^{-\alpha t_i} X_{mit}
\end{align*}
\]

Subject to:

\[
\sum_{m=1}^{M} \sum_{i=1}^{L_S} X_{mit} = 1 ; i = 1, 2, \ldots, n
\]

\[
\sum_{m=1}^{M} \sum_{i=1}^{L_S} (t + d_{im}) X_{mit} \leq \sum_{m=1}^{M} \sum_{i=1}^{L_S} t_i X_{mit} ; \forall i \in P(j)
\]

\[
\sum_{i=1}^{n} \sum_{m=1}^{M} \sum_{i=1}^{L_S} X_{mit} \leq R_k ; k = 1, \ldots, K ; t = 1, \ldots, T
\]

Where \( ES_i \) and \( LS_i \) are the earliest and latest start time of activity \( i \) based on the modes.

The objective function (1) minimizes the completion time of the dummy end activity and thus the project duration. The objective function (2) maximizes the NPV of the project and it includes the net present value of positive and negative cash flows. Equation (3) assures that each activity can be done in exactly one mode and one start time. Constraint (4) represents precedence relations. Constraint (5) guarantees the availability of renewable resources and (6) states binary values on the decision variables which is equal to 1 if the activity \( i \) in mode \( m \) starts in time instant \( t \) and to be 0 otherwise. It is obvious that if each activity has only one execution mode, we obtain the standard resource-constrained project scheduling problem. According to Schirmer [19] the multi-mode problem itself is NP-hard in the strong sense.

III. SOLUTION ENCODING AND INITIAL POPULATION GENERATION

We have extended the representation designed by Alcaraz et al [6]. Each individual is composed of precedence list, mode assignment and scheduling mode. Component of every solution are as follows:

- \( f \) is an ordered list activity. This list is a permutation of all the activities, activities are not allowed to repeat in this list.
- \( m \) represents the mode assignment.
- \( t \) indicates the scheduling mode which is a binary variable.

This coding structure named activity list with scheduling mode and mode assignment representation.

If the \( f = 0 \), we use non-delayed scheduling and each activity can appear in the list after all its predecessors. If the \( f \) is 1, we choose delayed scheduling that proposed by Ulsoy et al. [12]. In this scheduling no activity starts earlier than any of the activities residing at earlier loci on the chromosome. So start time never decrease with increasing position on the chromosome.

Now we describe a new procedure for our meta-heuristic method. This procedure works as follows:

For \( i = 1 \) to \( n_{pop} \) we generate different permutations of our activities. For each activity we produce random modes from its available modes and random scheduling modes.

For each chromosome we use parse solution procedure that works as follows: For each activity in the list if all its predecessors have scheduled, according to \( f \), we start scheduling and choose feasible start times that satisfies the precedence relations and also resource constraints. We do this procedure for all the chromosomes. In this way the related schedule will always be feasible.

IV. THE MULTI-OBJECTIVE PARTICLE SWARM OPTIMIZATION (MOPSO)

Particle swarm optimization (PSO) is a heuristic search technique that was proposed in 1995 [20]. This algorithm inspired by choreography of a bird flock. The position of each particle changes according to its own experience based on social-psychological tendency to emulate success of other individuals. A swarm consists of a set of particles and each particle represents a potential solution. \( x'[t] \) is the position of each particle that is defined by adding a velocity to a current position:

\[
x'[t + 1] = x'[t] + v'[t + 1]
\]

That the velocity vector is defined as follow:
\[ v^{t+1} = wv^t + c_1r_1(x^{\text{best}} - x^t) + c_2r_2(x^{\text{g, best}} - x^t) \]  

Where \(x^{\text{best}}\) is position of the best particle member of the neighborhood of the given particle, \(x^{\text{g, best}}\) is the best position of the best particle member of the entire swarm (leader), w is inertia weight, \(c_1\) is the cognitive learning factor and \(c_2\) is the social learning factor (usually defined as constants) and \(r_1, r_2 \in [0,1]\) are random numbers. In this work we use \(w = 0.7\) and \(c_1, c_2 = 1.5\).  

Main algorithm

In case of the relative simplicity of PSO, Multi objective particle swarm optimization allows PSO algorithm to solve multi objective problems [21]. This algorithm is based on Pareto dominance and it considers every non dominated solution as new leader. Also this approach uses a crowding factor to filter out the list of available leaders. This algorithm works as follows [22]: First a swarm is initialized. Then a set of leaders is also initialized with the non-dominated particles from the swarm. This set is usually stored in an external archive. Then some sort of quality measure is calculated for all the leaders in order to select one leader for each particle of the archive. Then some sort of quality measure is calculated for all the leaders in order to select one leader for each particle of the swarm. At each generation for each particle a leader is selected and a flight is performed. Then the particle is evaluated and its corresponding \(x^{\text{best}}\) is updated. A new particle replaces its \(x^{\text{best}}\) particle usually when this particle is dominated or if both are non-dominated with respect to each other. After all the particles have been updated, the set of leader is updated too. Finally the quality measure of the set of leaders is recalculated and this procedure is repeated for a certain number of criterions.

External repository

The main objective of the external repository is to keep a record of non-dominated vectors found during the search process. The external repository consists of two components: the archive controller and the grid which are discussed in more details in [23]. The function of archive controller is to decide whether a certain solution should be added to archive or not and the mechanism of the grid is to produce well-distributed Pareto fronts.

V. EXPERIMENTAL RESULTS

In this section, in order to have quantitative performance of our algorithm, first we consider two metrics for spacing and diversity of non-dominated Pareto solutions and then we report the results of our algorithm.

Performance metric

1. Spacing (sp)

Scott [24] proposed this metric to measure how well the solutions are distributed. This metric measures the (distance) variance of neighboring vectors in non-dominated vectors and it is defined as:

\[ S = \frac{1}{n-1} \sum_{i=1}^{n} (d_i - \bar{d})^2 \]  

Where \(d_i = \min_j \left( \sum_{i=1}^{m} \left| f_{i,m}^j - f_{i,n}^j \right| \right)\); i, j = 1, ..., n and n is the number of non-dominated solutions generated by the algorithm; m is the number of objectives and \(\bar{d}\) is the mean of all \(d_i\). Smaller S value corresponds to better performance of algorithm and a value of zero for this metric shows that all the non-dominated solutions found are equidistantly spaced.

2. Maximum spread

According to Zitzler et al. [25], maximum spread is used to measure the diversity of the obtained non-dominated front. This metric is defined as:

\[ D = \sqrt{\sum_{i=1}^{m} (f_{i}^\text{max} - f_{i}^\text{min})^2} \]  

Where \(f_{i}^\text{max}\) and \(f_{i}^\text{min}\) represent the maximum respectively minimum value for the objective functions.

Computational experiments

We used a set of standard test problems from the project scheduling problem library PSPLIB from the University of Kiel [26]. We have generated cash flows of all activities from the interval [-1000; 1000] with the uniform distribution and the discount rate is assumed as α = 0.1. In the following examples MOPSO used a population of 100 particles, a repository size of 100 particles and 20 subdivisions of adaptive grid. All these values were determined after performing extensive set of experiments. The problems that we have selected from PSPLIB are in different categories of N (N = 10, 12, 18, 20, 30), M (M = 2, 4, 5) and K (K = 3, 4, 5). In the following examples 220 instances have been selected and we report the average of performing 20 independent runs for each algorithm and each instance is replicated 10 times. We have coded the algorithm in MATLAB 7.9 and run on a Pentium 4 with 1 GB Ram. Tables 1, 2 and 3 show performance of the algorithm considering the metrics previously described. In Fig.1, Fig.2 and Fig.3, we can see the Pareto fronts obtained by the MOPSO in three typical examples with different sizes. In Fig.1 There are 27 non-dominated solutions produced by the algorithm in an example with small size. The spacing is 7.94 and the maximum spread is 563.94. We can see 16 non-dominated solutions for an example with medium size in Fig.2. The spacing is 12.45 and maximum spread of 381. Fig.3 represents 8 non-dominated solutions for a large size example while the spacing is 0.1 and the maximum spread is equal to 53.
### TABLE I

RESULTS OF NO. OF NON-DOMINATED SOLUTIONS, SET NO (PSPLIB)

<table>
<thead>
<tr>
<th>Instance set</th>
<th>No. of Problems</th>
<th>No. of non-dominated solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>J10</td>
<td>20</td>
<td>14</td>
</tr>
<tr>
<td>J12</td>
<td>20</td>
<td>16</td>
</tr>
<tr>
<td>J18</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>J20</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>J30</td>
<td>20</td>
<td>27</td>
</tr>
<tr>
<td>R3</td>
<td>20</td>
<td>22</td>
</tr>
<tr>
<td>R4</td>
<td>20</td>
<td>22</td>
</tr>
<tr>
<td>R5</td>
<td>20</td>
<td>22</td>
</tr>
<tr>
<td>M2</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>M4</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>M5</td>
<td>20</td>
<td>21</td>
</tr>
</tbody>
</table>

### TABLE II

RESULTS OF THE SPACING METRIC, SET NO (PSPLIB)

<table>
<thead>
<tr>
<th>Instance set</th>
<th>No. of Problems</th>
<th>Spacing</th>
</tr>
</thead>
<tbody>
<tr>
<td>J10</td>
<td>20</td>
<td>9.87</td>
</tr>
<tr>
<td>J12</td>
<td>20</td>
<td>10.7</td>
</tr>
<tr>
<td>J18</td>
<td>20</td>
<td>10.95</td>
</tr>
<tr>
<td>J20</td>
<td>20</td>
<td>8.07</td>
</tr>
<tr>
<td>J30</td>
<td>20</td>
<td>14.24</td>
</tr>
<tr>
<td>R3</td>
<td>20</td>
<td>11.07</td>
</tr>
<tr>
<td>R4</td>
<td>20</td>
<td>10.66</td>
</tr>
<tr>
<td>R5</td>
<td>20</td>
<td>13.73</td>
</tr>
<tr>
<td>M2</td>
<td>20</td>
<td>11.49</td>
</tr>
<tr>
<td>M4</td>
<td>20</td>
<td>11.95</td>
</tr>
<tr>
<td>M5</td>
<td>20</td>
<td>7.72</td>
</tr>
</tbody>
</table>

### TABLE III

RESULTS OF THE MAXIMUM SPREAD METRIC, SET NO (PSPLIB)

<table>
<thead>
<tr>
<th>Instance set</th>
<th>No. of Problems</th>
<th>Maximum spread</th>
</tr>
</thead>
<tbody>
<tr>
<td>J10</td>
<td>20</td>
<td>260</td>
</tr>
<tr>
<td>J12</td>
<td>20</td>
<td>410</td>
</tr>
<tr>
<td>J18</td>
<td>20</td>
<td>403.73</td>
</tr>
<tr>
<td>J20</td>
<td>20</td>
<td>657.13</td>
</tr>
<tr>
<td>J30</td>
<td>20</td>
<td>1029.5</td>
</tr>
<tr>
<td>R3</td>
<td>20</td>
<td>552</td>
</tr>
<tr>
<td>R4</td>
<td>20</td>
<td>429.8</td>
</tr>
<tr>
<td>R5</td>
<td>20</td>
<td>413.44</td>
</tr>
<tr>
<td>M2</td>
<td>20</td>
<td>443.63</td>
</tr>
<tr>
<td>M4</td>
<td>20</td>
<td>551.6</td>
</tr>
<tr>
<td>M5</td>
<td>20</td>
<td>470.27</td>
</tr>
</tbody>
</table>

Fig. 1 Pareto front obtained by the MOPSO in an example with small size

Fig. 2 Pareto front obtained by the MOPSO in an example with medium size

Fig. 3 Pareto front obtained by the MOPSO in an example with medium size
VI. CONCLUSION

In this paper we consider multi-mode resource constraint project scheduling with the objectives of maximization the net present value and minimization of makespan. We used one evolutionary algorithm, MOPSO, for solving this problem. This metaheuristic implanted on 220 instances in variable categories obtained from PSPLIB where cash flows were generated randomly with the uniform distribution.

We have applied different metrics for comparing the non-dominated solutions and reported the results.

A further task on further research could be done in different scopes such as:

- Comparison the results of MOPSO with the other algorithms such as NSGA-II, PSA, MOTS, SPGA-II.
- Considering other objectives such as minimization of tardiness, maximizing of robustness and so on.
- Considering more constraints such as non-renewable resources or generalized precedence relations between activities.
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