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Abstract—In this paper a one-dimension Self Organizing Map algorithm (SOM) to perform feature selection is presented. The algorithm is based on a first classification of the input dataset on a similarity space. From this classification for each class a set of positive and negative features is computed. This set of features is selected as result of the procedure. The procedure is evaluated on an in-house dataset from a Knowledge Discovery from Text (KDT) application and on a set of publicly available datasets used in international feature selection competitions. These datasets come from KDT applications, drug discovery as well as other applications. The knowledge of the correct classification available for the training and validation datasets is used to optimize the parameters for positive and negative feature extractions. The process becomes feasible for large and sparse datasets, as the ones obtained in KDT applications, by using both compression techniques to store the similarity matrix and speed up techniques of the Kohonen algorithm that take advantage of the sparsity of the input matrix. These improvements make it feasible, by using the grid, the application of the methodology to massive datasets.
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I. INTRODUCTION

FEATURE selection techniques has become a real prerequisite to the classification, clustering or model building phase, typical of data mining applications, due to the increasing number of features present in many datasets coming from a wide range of applications. This is especially true in applications that have a high dimensional nature, such as sequence analysis, microarray analysis, spectral analysis, proteomics applications and KDT ones.

Some applications, such as KDT, are characterized by a very high number of features, which usually are the words of the documents. Each document is represented as a bag of words. The dataset could also have a lot of samples i.e. documents that must be clustered or classified. In this kind of problems reducing the number of features is of great importance since the presence of irrelevant features could produce noise, making the classification result prone to errors. Reducing the dimensionality of the dataset has also the advantage to speed up the mining process.

In other applications, such as mass spectrometry in proteomics, the dataset is composed of thousand features that represent the mass/charge ratio, but few samples represented by the patients. The result is the so called high dimensionality small sample problem. This kind of problem suffers from the curse of dimensionality [1]. This term is used in literature to describe the fact that the number of samples needed to accurately describe a classification problem increases exponentially with the number of dimensions. Having a low number of samples such as the case of proteomics could lead to the discovery of a discriminative pattern between different populations even when the two populations are not statistically distinct. The same kind of problem appears in microarray experiments where a great amount of gene expression levels are present for few patients. Features selection is important for many reasons such as [2]:

1) Using all features to build up the model does not necessarily give the best performance. There is a break point in the number of features selected after which adding more features leads to worse performances since the added features are uninformative and they can cancel information in relevant features. This is the so called peaking phenomenon [3].

2) Some classification method requires a number of objects larger or equal to the number of features.

3) A feature selection step could avoid overfitting and improve model performance (prediction performance in case of supervised classification or better cluster detection in case of clustering).

4) A model with less features is faster to construct.

5) A model with less variables is easier to interpret. This is especially important in bioinformatics application where a domain expert should interpret and validate the model.

This work will present a feature selection algorithm based on the SOM algorithm. The idea is to cluster the elements in the similarity space, then to use this result to extract, from each class a set of positive and negative features to be used to further cluster the elements in the reduced feature space.

This paper is organized as follows: section II presents a brief overview of feature selection techniques; section III outlines the implementation of the Kohonen SOM algorithm taken into account in the paper; section IV describes the proposed feature selection algorithm and presents some results on different datasets; section V draws the conclusions and future work.
II. REVIEWS OF FEATURE SELECTION ALGORITHMS

Feature selection techniques are based on a selection of variables and do not alter their original space. In contrast, feature extraction techniques look for a mapping either linear or non linear of the original feature space into a projected space usually with lower dimension and more effective in describing the features. This mapping can be based on projection (such as Principal Component analysis) or compression (e.g. using information theory). The better known linear method is the Principal Component Analysis [4]. A review of non linear methods for feature extraction can be found in [5].

Feature selection techniques by just selecting a subset of variables do not alter the semantics of the variables allowing for an easy interpretation of the model carried out by a domain expert.

The feature selection techniques can be applied to supervised and unsupervised learning algorithms. As reviewed in [2], [6] the feature selection techniques are usually grouped in four categories:

1) Filter techniques [7], [8], which select the relevant features by looking only at the intrinsic property of data. The classification algorithm is performed only on the selected features. These techniques can easily apply to very high dimensional datasets and are independent of the classification algorithm. The disadvantage is that the method ignores the interaction with the classifier and that most proposed techniques are univariate thus ignoring feature dependencies. Some examples are the information gain method [7] or a method based on a threshold of misclassification [8].

2) Wrapper methods [9], which embed the model hypothesis search within the feature subset search. Variable selection is performed in concert with the classification algorithm. The classification method is used to test the relevance of a variable. The variables that lead to the best performance are retained. These methods have the ability to take into account feature dependencies. The disadvantages of these techniques are the computational cost and the higher risk of overfitting than filter techniques.

3) Embedded techniques [10] in which the search for an optimal subset of features is built into the classifier construction, for example in the classification tree. These techniques, like the wrapper methods, are specific of a given learning algorithm.

4) Variable selection after classification. In this case model information or classification rules are used to find the most informative variables. Classification methods such as Support Vector Machine (SVM) or Discriminant Analysis (DA) carry on important information about the variables in the form of weights and regression coefficients.

A comprehensive survey of the feature selection algorithms is given in [11].

The paper will present a feature selection algorithm which broadly can be framed in the fourth category.

III. BRIEF REVIEW OF THE SOM ALGORITHM

Kohonen SOM [12, 13, 14] are often used to cluster datasets in an unsupervised manner. This paper deals with on–line SOM since the batch version has some disadvantages such as the fact that it often represents an approximation of the on–line algorithm [15].

In the on–line version the weights are updated after the presentation of each input vector. In order to do this, the distance (usually the Euclidean one) is computed between the input vector and each weight vector as in (1).

\[ d_k(t) = \|x(t) - w_k(t)\| \quad K = 1...no \] (1)

where no is the number of output neurons.

In the second step the algorithm searches for the winning neuron, \(d_w\), i.e. the neuron that best matches the input neuron and is characterized by the minimum distance from the input vector.

\[ d_w(t) = \min_{k} (d_k(t)) \quad K = 1...no \] (2)

In the third phase the algorithm updates the weights of the winning neuron and of the neurons that lie in a user defined neighborhood as follows:

\[ w_i(t+1) = w_i(t) + \alpha(t) h_{sw}(t) (x(t) - w_i(t)) \quad K = 1...no \] (3)

where \(\alpha(t)\) is the learning rate that modulates the weight update, and \(h_{sw}\) is the neighborhood function that depends, given a time \(t\), on the winning neuron \(w\) and the neuron under consideration \(k\). Usually the output neurons are arranged in a bi-dimensional array; however some implementations have been proposed, e.g. [16, 17] which adopt a different topology of the network where the output neurons are arranged along a single layer (SL configuration).

Let us note that in the SL configuration the classes are given by the output neurons. This means that if, at the final cycle, the winning neuron mostly activated by the \(i^{th}\) item is the \(j^{th}\) neuron, then the input object belongs to class \(j\).

In this scenery there is no topological similarity between output neurons since adjacent output neurons do not represent necessarily similar classes.

In the SL configuration the updating formula (3) is replaced by a neighborhood function that chooses the winning neurons and the ones (usually two or three) that are mostly activated by the current input object. The neighborhood function is not a topological but a logical one that finds the output neurons that are more close to the input vector. As neighborhood function the following one has been proposed in [16]:

\[ h_{sw}(t) = \frac{1}{\text{ord}(k)^2} \] (4)

Where\(\text{ord}(k)\) is the rank of weight vector \(k\) in the ordered vector of distance computed with formula 1).

In [16, 17] an automatic strategy to find the optimal number of classes is also proposed. Fig. 1 shows a SL architecture with three input neurons and two output ones.

In [16, 17] the SL clustering algorithms work on both the feature and the similarity space. If the similarity space is used the algorithm allows us to perform a final step in which, for
each class, a set of features characterizing the elements belonging to the class can be found.
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Fig. 1 A single layer network

In particular the algorithm performs the following steps:

For \( c = 1 \) to the number of classes

For \( i = 1 \) to the number of features

Compute:

\[
c_i = \sum_{j=1}^{N_c} f_{ij} >= \text{threshold}_{f_i}. \tag{5}
\]

\[
d_i = \sum_{j=1}^{N_{nc}} f_{ij} >= \text{threshold}_{f_i}. \tag{6}
\]

\[
h_i = \sum_{j=1}^{N_j} f_{ij} < \text{threshold}_{f_i}. \tag{7}
\]

\[
f_p = \frac{c_i}{|N_c|}. \tag{8}
\]

\[
f_{oc} = \frac{d_i}{|N_{nc}|}. \tag{9}
\]

\[
f_n = \frac{h_i}{|N_j|}. \tag{10}
\]

where \( N_c \) is the set of documents belonging to class \( c \) and \( N_{nc} \) is the set of documents not belonging to class \( c \), whereas \( f_{ij} \) is the value of the feature \( i \) for document \( j \). If the above inequality holds, the result is one, otherwise is zero.

The first summation counts the number of times feature \( i \) is greater than the threshold \( f_i \) over all documents in the class, while the second summation counts over the documents that do not belong to the class. The third summation counts the number of documents in the class having feature \( i \) less than a threshold \( f_i \). For binary input matrix the two thresholds are the same so \( h_i \) is meaningful only for non-binary input matrices.

\( f_p \) represents the fraction of documents in the class that have feature \( i \) greater than the threshold \( f_i \); \( f_{oc} \) the fraction of documents not in the class that have feature \( i \) greater than the threshold \( f_i \); \( f_n \) the fraction of documents in the class that have feature \( i \) less than the threshold \( f_i \).

A feature is labelled as positive if \( f_p \) is greater than a given threshold \( f_i \). For problems dealing with two classes a feature is labelled negative if \( f_n \) is greater than a given threshold \( f_i \). Usually threshold \( f_i \) is greater than threshold \( f_i \). For clustering with more than two classes a feature is labelled as negative if \( f_p - f_{oc} <= \text{threshold}_{df} \) and \( f_n < \text{threshold}_{df} \).

IV. THE PROPOSED FEATURE SELECTION ALGORITHM

The first part of this section presents the idea of feature selection highlighting the key parameters that can be fine tuned to obtain the best results. The second part of the section presents some results obtained using both an in-house dataset used in a KDT application and public available datasets used in international competitions on feature selection

A. The Methodology

The idea for feature selection is to apply the proposed unsupervised clustering algorithm into two different spaces. The first classification is performed over the similarity space. In doing this a similarity measure is chosen. By applying the selected similarity measure, a similarity matrix is computed containing the similarity of each sample against all the others. This similarity matrix is used as input for the unsupervised Kohonen algorithm. In this paper it is chosen to select the positive features arising from the similarity space classification that not necessarily are the ones from the feature space classification.

The results of the classification algorithms are used to extract, for each class, a set of positive and negative features. This will be hopefully composed of the most representative features, i.e. the set of features that characterize the majority of the elements of the class, or the set of features not present in the majority of the elements in the class or the features present in all other elements. Threshold \( f_i \) is used to set the percentage of elements in the class that must have the common features. The value of this threshold will be optimized as explained below. The sets of positive and negative features are obtained using the classification results of the SL clustering algorithm on the similarity space. The collection of these features for all the classes is the result of the feature selection steps. In the original matrix all the features that do not belong to the selected set of representative features are removed. A second classification is performed, this time on the reduced feature space. The clustering results will be the final ones.

If the class membership of the element is known, at least for a subset of the examples, let say for a training set, one can use this information in a supervised manner to fine tune the threshold that affects the number of features extracted in the first phase of the algorithm. A modification of the threshold has an impact on the number of features extracted in the first phase and hence on the classification result on the reduced feature space. In fact, lowering the threshold has the effect of gathering more features; in some situation having more features produces a better classification result, in other one the correct classification rate decreases. By comparing the classification result with the reference one it is possible to fine tune the thresholds and hence find the best trade-off between correct classification rate and low number of features. An
extension could be to find the optimal threshold based on Receiver Operating Characteristic (ROC) [18] that takes into account specificity too.

In the experiment performed by lowering the value of threshold, a greater number of features and a better classification result is obtained. There is a limit in the value of this threshold after which a future reduction implies an increase in the number of features, but a stable or even worse classification result.

It is also possible to use the knowledge of the class membership of a set of elements to choose the best similarity measure that affects the clustering result of the first phase and hence the feature selection step.

Various possibilities can be used for similarity measurement. In this paper it has been adopted a similarity in a broad sense defined by the sum of the minimum of each pair of vector components. The similarity matrix obtained is normalized between zero and one. In order to obtain a strict similarity measure we should normalize each row in such a way that the sum of its elements equals one. Other similarity measurements could also be considered such as the one used in collaborative filtering [19]. A future study will deeper investigate this aspect.

It is also for future study to investigate the impact of different classification algorithm (such as 2 or N dimensional SOM or other clustering algorithms) on the proposed feature selection methodology.

B. Case Study and Results of the Proposed Feature Selection Algorithm

The presented algorithm has been applied to a problem in KDT. As reported in [20] a novel method to discover and evaluate hopefully new relationships from MEDLINE abstracts has been proposed.

In this scenario the proposed algorithm has been applied on a dataset of 3,528 rows and 262 columns. In this dataset the rows represent the abstracts to cluster and the columns represent a group of selected genes used as features to cluster the abstracts. The dataset was clustered in eighty classes. From this vector space model representation the similarity space representation was built. Various similarity measures have been considered. The best results were obtained with the sum of the minimum of the vector components. The similarity matrix used for classifications has a dimension of 3,528 X 3,528. In this matrix the total number of ones is 1,900,992 out of 12,446,784 elements equal to 15.27% of ones. The positive and negative features extracted from this matrix used for classifications has a dimension of 3,528 X 262. In this matrix the total number of ones is 1,900,992 out of 3,528. In this matrix the total number of ones is 1,900,992 out of 3,528.

539 elements. The positive and negative features extracted were 142 out of 262. The cluster results in the feature space compared with the available reference result, for different values of threshold.

To further investigate the relevance of the method it was applied to the following datasets publicly available from previous international competitions on feature selection:

1) Dexter datasets [21]. This is a dataset for a two-class classification problem. The task is to filter texts about "corporate acquisitions" hence in the text domain. The original dataset is a subset of the Reuters text categorization benchmark with 9,947 features. To this 10,053 probe features were added for a total of 20,000.

The input matrix is sparse integer and contains, for each document, the word indexes with the frequencies of the words in the documents. This dataset was one of the five datasets used in the NIPS 2003 feature selection challenge. The training and validation datasets are composed of 150 positive and 150 negative examples. The validation dataset contains 1,000 positive and 1,000 negative examples. The dataset is available at http://www.nipsfsc.ecs.soton.ac.uk/datasets and at the University of California Irvine Machine Learning Repository at http://archive.ics.uci.edu/ml/datasets.

2) Dorothea is a drug discovery dataset [21]. Chemical compounds represented by structural molecular features must be classified as active (binding to thrombin) or inactive. This dataset contains 100,000 integer features. This dataset was one of the five used in the NIPS 2003 feature selection challenge. The training dataset contains 78 positive examples and 722 negative ones. The validation dataset contains 34 positive examples and 316 negative ones. The test dataset contains 78 positive and 722 negative examples. The dataset is available at http://www.nipsfsc.ecs.soton.ac.uk/datasets and at the University of California Irvine Machine Learning Repository at http://archive.ics.uci.edu/ml/datasets.

3) Hiva was the most difficult dataset in the Model Selection workshop and performance prediction challenge inside the IEEE World Congress on Computational Intelligence (WCCI 2006) [22]. The dataset came from a drug discovery domain. It is a non-sparse matrix composed of 1,617 features. The training dataset contains 3,845 samples, the validation dataset contains 384 ones and the test dataset contains 38,449 ones. The entries in the dataset are binary. A link is http://www.modelselect.inf.ethz.ch/datasets.php.

Since all the classification tasks are two classes problems, c_i and d_i exchange their role between the two classes, so only parameter \( \beta \) has been considered. The threshold used for all the above datasets in equation 1) and 2) was 0.9. The integer datasets were normalized between 0 and 1. In the first study the calculation of \( h_i \) in equation 3) has been avoided as the calculation of \( f_\beta \).

Table I, II and III report the number of features selected and the classification performance on the reduced feature space compared with the available reference result, for different values of threshold.

The training dataset is used, as described above, to choose the threshold, and hence the features. After the feature selection phase the same SL clustering algorithm is used to classify, in the reduced feature space, the training and validation dataset, and the classification results are compared with the classes indicated in the original dataset.

Dexter dataset contains 300 samples in the training and validation sets equally distributed in the two classes. The performance of the unsupervised cluster algorithm in the complete feature space was 0.99.
Since the number of features is high, in order to increase the number of selected features the threshold was lowered up to consider a positive feature even if only one element in the class had it above the fixed threshold. With a threshold of 0.004 the algorithm identifies, in the training dataset, all the 7,751 training dataset features with at least one element different from zero reaching the correct classification rate of 0.99. For the validation dataset, with the same threshold, the algorithm correctly identifies all the 7,847 validation dataset features with at least one element different from zero. In this case however the algorithm obtains a poor 0.5867 correct classification rate, the same was obtained by considering the complete feature space. The best trade-off between number of features and classification performance, in both the training and validation set, is obtained with a threshold of 0.005 that identifies 5,271 features in the training dataset for a correct classification rate of 0.9576, and 4,181 features in the validation dataset for a correct classification rate of 0.8967. The number of features selected and the classification results are comparable to the ones presented in [23, 24].

Dorothea dataset contains 800 training samples and 350 validation ones. The features with at least one element different from zero are 88,119 in the training dataset and 77,113 in the validation dataset out of 100,000. The performance of the unsupervised clusterization algorithm is 0.995 in the training dataset and 0.9286 in the validation dataset. The best trade-off between the number of features selected and the classification performance is given by a threshold of 0.05 allowing us to select in the training dataset 5,185 features with a correct classification rate of 0.9537, and in the validation set 3,603 features with a correct classification rate of 0.9971. In the validation set the unsupervised algorithm, in the reduced feature space, outperforms the classification algorithm in the complete feature space. Moreover, the performance of the classification algorithm for the validation data set decreases if the threshold for positive features drops below 0.03.

Hiva dataset contains 3,845 training samples and 384 validation ones. The features with at least one element different from zero are 1,617 in the training dataset and 1,601 in the validation one out of 1,617. The performance of the unsupervised cluster algorithm is 0.7493 in the training dataset and 0.8516 in the validation one. The best trade-off between the number of feature selected and the classification performance is given by a threshold of 0.05 allowing us to select 916 features in the training dataset with a correct classification rate of 0.7277, and in the validation set to select 930 features for a correct classification rate of 0.8203.

Let us note that the knowledge of the classification results may be used to set the threshold parameters. This threshold could be applied on new data.

If the test set has a greater number of elements the threshold could be inferred by leaving the same proportion of elements in each class that must have the feature relevant. The proportion of the elements in each class can be hypothesized to be the same as the one in the training and validation set. It is for further study to investigate how much this hypothesis is relevant since in the proposed algorithm the features that are omitted for the elements belonging to one class, could be substituted by the features for the elements that do not belong to it (the parameter \(d_i\)). In any case, when a new dataset is presented, a new unsupervised cluster analysis is built thus avoiding over-fitting problems. Moreover, the cluster results could be eventually used as a model to classify a new element: in this case the class for a new element will be the same class of the element most similar to the new one.

### Table I

**NUMBER OF FEATURES SELECTED AND CLASSIFICATION PERFORMANCE ON DEXTER TRAIN AND VALIDATION DATASETS**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>#features</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>163/20,000</td>
<td>0.76</td>
</tr>
<tr>
<td>0.01</td>
<td>2,645</td>
<td>0.8033</td>
</tr>
<tr>
<td>0.008</td>
<td>3,879</td>
<td>0.8833</td>
</tr>
<tr>
<td>0.005</td>
<td>5,271</td>
<td>0.9576</td>
</tr>
<tr>
<td>0.004</td>
<td>7,751/20,000</td>
<td>0.99</td>
</tr>
</tbody>
</table>

**Dexter validation**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>#features</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>165/20,000</td>
<td>0.8967</td>
</tr>
<tr>
<td>0.01</td>
<td>3,299</td>
<td>0.89</td>
</tr>
<tr>
<td>0.008</td>
<td>4,181</td>
<td>0.8967</td>
</tr>
<tr>
<td>0.005</td>
<td>4,181</td>
<td>0.8967</td>
</tr>
<tr>
<td>0.004</td>
<td>7,847</td>
<td>0.8667</td>
</tr>
</tbody>
</table>

### Table II

**NUMBER OF FEATURES SELECTED AND CLASSIFICATION PERFORMANCE ON DOROTHEA TRAIN AND VALIDATION DATASETS**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>#features</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1444/20000</td>
<td>0.95</td>
</tr>
<tr>
<td>0.05</td>
<td>5185</td>
<td>0.9537</td>
</tr>
<tr>
<td>0.04</td>
<td>7,655</td>
<td>0.9450</td>
</tr>
<tr>
<td>0.03</td>
<td>12,342</td>
<td>0.9387</td>
</tr>
<tr>
<td>0.02</td>
<td>22,781</td>
<td>0.8888</td>
</tr>
<tr>
<td>0.01</td>
<td>44,823</td>
<td>0.9712</td>
</tr>
</tbody>
</table>

**Dorothea validation**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>#features</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2,511</td>
<td>0.9971</td>
</tr>
<tr>
<td>0.05</td>
<td>3,603</td>
<td>0.9971</td>
</tr>
<tr>
<td>0.04</td>
<td>4,866</td>
<td>0.9971</td>
</tr>
<tr>
<td>0.03</td>
<td>7,163</td>
<td>0.9971</td>
</tr>
<tr>
<td>0.02</td>
<td>15,780</td>
<td>0.9914</td>
</tr>
<tr>
<td>0.01</td>
<td>32,604</td>
<td>0.9886</td>
</tr>
</tbody>
</table>

### Table III

**NUMBER OF FEATURES SELECTED AND CLASSIFICATION PERFORMANCE ON HIVA TRAIN AND VALIDATION DATASETS**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>#features</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>506/1617</td>
<td>0.6554</td>
</tr>
<tr>
<td>0.05</td>
<td>916</td>
<td>0.7277</td>
</tr>
<tr>
<td>0.04</td>
<td>1034</td>
<td>0.7350</td>
</tr>
<tr>
<td>0.03</td>
<td>1218</td>
<td>0.7415</td>
</tr>
<tr>
<td>0.02</td>
<td>1410</td>
<td>0.7467</td>
</tr>
<tr>
<td>0.01</td>
<td>1557</td>
<td>0.7493</td>
</tr>
</tbody>
</table>

**Hiva validation**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>#features</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>515/1617</td>
<td>0.6406</td>
</tr>
<tr>
<td>0.05</td>
<td>930</td>
<td>0.8293</td>
</tr>
<tr>
<td>0.04</td>
<td>1031</td>
<td>0.8333</td>
</tr>
<tr>
<td>0.03</td>
<td>1243</td>
<td>0.8307</td>
</tr>
<tr>
<td>0.02</td>
<td>1388</td>
<td>0.8516</td>
</tr>
<tr>
<td>0.01</td>
<td>1533</td>
<td>0.8516</td>
</tr>
</tbody>
</table>
V. CONCLUSIVE REMARKS AND FUTURE WORK

In this paper a feature selection method based on a clustering algorithm belonging to the Kohonen Self Organizing Feature map family has been proposed. The analysis was performed on various datasets of different nature. In all the datasets the proposed method obtained a good feature reduction with almost the same correct classification rate. This is an encouraging result to try to gain advantage by suitably reducing the feature space in problems characterized by input sparse matrix thus speeding up the mining process of massive datasets. Future works are: to extend the analysis to datasets with more samples; to further investigate the similarity measures to assess the impact on classification performance on the similarity space and on the feature selection step; to enrich the set of performance indexes to better evaluate the classification result; to extend the analysis to other datasets for multiclass classification problems; to extend the optimization technique by considering more parameters and other optimization techniques, such as genetic algorithms, in order to choose the optimum, and finally to study the impact of different classification algorithm on the proposed methodology. It is also planned to implement the proposed methodology in a grid infrastructure.
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