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Abstract—An effective visual error concealment method has been presented by employing a robust rotation, scale, and translation (RST) invariant partial patch matching model (RSTI-PPMM) and exemplar-based inpainting. While the proposed robust and inherently feature-enhanced texture synthesis approach ensures the generation of excellent and perceptually plausible visual error concealment results, the outlier pruning property guarantees the significant quality improvements, both quantitatively and qualitatively. No intermediate user-interaction is required for the pre-segmented media and the presented method follows a bootstrapping approach for an automatic visual loss recovery and the image and video error concealment.
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I. INTRODUCTION

While transmitting images and videos over error prone channels, the data may suffer from losses and errors. Therefore error control is vital for the transmission of images and videos over unreliable (noisy and or lossy) networks and error prone channels, particularly wireless channels. Two possible methods have been proposed in the literature for error control at the receiver end. The first method is based on the automatic retransmission request (ARQ) approach [1], [2], and the other performs by recovering the corrupted information using the correctly received data [3]–[7]. For error recovery using later method two general approaches have been proposed; the error resilient methods (ERM) [3]–[5], and the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques using later method two general approaches have been proposed; the error resilient methods (ERM) [3]–[5], and the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7]. Among these techniques while the ARQ based methods suffers from the imposed retransmission delays (impractical for many real-time applications), the ERMs add some redundant information to the original data at the transmitter side so as to employ these bits of information for error control/recovery at the receiver end, whenever an error occurs. Since an improved error resiliency necessitates the addition of more extra and redundant information therefore, obviously, ERMs are in contrast with the error concealment methods (ECM) [6], [7].
following an onion-peel method, an isophote driven alternative approach was also proposed in [10]. However, while using the idea of confidence (or belief) term as in [10] here we introduce a new and better RSTI-PPMM for ranking the best matching exemplar. This RSTI-PPMM not only helps in finding the successively improved fill-order priorities but also facilitates the process of a more realistic texture synthesis, for the purpose of error concealment, through an improved partial patch matching model with an inherent outlier pruning characteristic. Furthermore, the specialty of the presented RSTI-PPMM lies in its utility and effectiveness for both the spatial and the spatio-temporal domains, depending upon the usage for static and/or motion imagery. The structural completion order is jointly determined by: (a) the confidence term and the successive belief propagation of the image values, and (b) the evaluation of the rank values for partial patch matching at the specific positions. After finding the fill-order priorities, the final texture synthesis and the error concealment is performed by exemplar-based partial patch replacement mechanism via minimizing the weighted sum of squared differences (SSD) between the target and the source.

II. THE PROPOSED METHOD

The underlying processes involved in the proposed method include: (a) finding the fill-order priorities for the target region, (b) determination of the confidence values for the target region, (c) rank evaluation by using an exemplar-based RST-invariant partial patch matching model to find the best matching exemplar, and (d) the error concealment and media restoration. The respective descriptions and the underlying details of these processes are presented in the following subsections.

A. Finding the Fill-Order Priorities for the Target Region

Let the image or the visual media \( I \in \mathbb{R}^2 \) is represented by the region \( \Phi \) (defined over domain \( \Phi \)), the error region is represented by \( \Omega \subset \Phi \), and the unaltered region or the intact media part is represented by \( \Omega^e = \Phi \setminus \Omega \) (i.e., \( \Omega \cup \Omega^e = \Phi \) and \( \Omega \cap \Omega^e = \emptyset \)), as shown in Fig. 1. To find the fill-order priorities, for the purpose of error concealment, let us choose a point \( \alpha_o \in \text{P}_\alpha \) (say the centre of the patch \( \text{P}_\alpha \) - though other choices are also possible) on the boundary \( \partial \Omega \) of \( \Omega \), provided that \( \partial \Omega \not\subseteq \Omega \). The point \( \alpha_o \in \text{P}_\alpha \) is chosen such that a part of the patch \( \text{P}_\alpha \) belongs to the region \( \Omega \) whereas the rest belongs to the region \( \Omega^e \), enclosed in an abutting band \( B \).

The width of the band \( B \) is chosen as an appropriate multiple of the size of the patch \( \text{P}_\alpha \). It is also straightforward to consider that the values beyond the region \( B \) are not very useful because the local structural details seldom extend over the large regions or the entire visual domain. Furthermore, the patch can also be chosen in any suitable shape (such as square, circle, or diamond) and a reasonable size. As a matter of choice, choosing a patch in a square shape is more straightforward and easier to handle. Therefore, for the sake of simplicity we also use a square patch with a \( 9 \times 9 \) pixel size.

In order to achieve a good compatibility advantage during the error concealment process, we prioritize the selection of the starting point \( \alpha_o \) such that: (a) most of the neighbors of the point \( \alpha_o \) in the patch \( \text{P}_\alpha \) are known, and (b) there are some local structural details, such as an edge or gradient, within the patch \( \text{P}_\alpha \). After finding a suitable starting point, the successive fill-order or restoration priorities are computed by using the following relation.

\[
P(\alpha_o) = C(\alpha_o) \cdot \text{rank}(\alpha_o) \quad (1)
\]

where \( C(\alpha_o) \) is the confidence term or the belief value, same as used in [10], and \( \text{rank}(\alpha_o) \in [0, 1] \) gives the compatibility of the patch \( P_\alpha \) (around \( \alpha_o \)) with the patch \( P_\beta \).

B. Determination of the Confidence Values for the Target Region

Since the known pixel values refer to the source region and the corrupted or missing pixel values correspond to the target region(s), therefore, the natural way of belief upon the values of these two regions is to consider and assign the highest confidence to the available source region whilst the lowest confidence for the target corrupted or missing region. Hence, in the beginning, the belief values are initialized and assigned based on this notion, as given by using the relation:

\[
C(\alpha_o) = \begin{cases} 
0 & \text{if } \alpha_o \in \Omega \\
1 & \text{otherwise} 
\end{cases} \quad (2)
\]

Since the belief value serve as a critical measure of the amount of reliable information surrounding a pixel therefore already known neighboring pixels play the direct role in early determination, computation, and initialization of the belief values. Following the similar approach, the successive belief values are jointly determined by using the already determined confidence values, and so on, until assigning a confidence value to the whole media. In general, the overall and successively determined confidence or belief in the value of any potential pixel can be calculated by using the confidence information of its neighboring pixels. Mathematically, the confidence value at an intermediate stage can be calculated by using the following relation.

\[
C(\alpha_o) = \frac{\sum_{\alpha_i \in \text{P}^\text{av}_\alpha} C(\alpha_i)}{|\text{P}_\alpha|} \quad (3)
\]

where \( \alpha_o \in \text{P}_\alpha \) is the point under consideration, \( \alpha_i \in \text{P}^\text{av}_\alpha \) represent the available or known neighboring pixels of \( \alpha_o \) in the patch \( \text{P}_\alpha \), \( |\text{P}_\alpha| \) represents the size of the patch, and \( C(\alpha_o) \) gives the confidence at point \( \alpha_o \) over the patch \( \text{P}_\alpha \).

It is to be noted that the target region points adjoining the boundary \( \partial \Omega \) have more known and available neighbors, therefore they assume higher belief values. Similarly the points for which the confidence values have already been determined in the earlier steps have direct affect and contribution to the determination of the successive belief values. In this way the points around the outer rim of the region \( \Omega \) gain the higher belief values than the more inner parts. Subsequently, the successive belief values are computed and updated in the same fashion, as in [10].
C. Rank Evaluation by using an Exemplar-based RST-Invariant Partial Patch Matching Model (RSTI-PPMM)

We employ an RSTI-PPMM to compute the patch rank in the spatial or spatio-temporal domain by using an arbitrary pair of known feature points, as depicted in Fig. 1. Let us choose a patch \( P_\alpha \), around the high priority starting point (which assumes an initial higher confidence value), such that the chosen patch partially belongs to both of the target \( \Omega \) and the source region \( \Omega^c \). We compute the rank or compatibility of a patch in terms of the availability of a good exemplar-based partial match for it from within the source. For this purpose we perform a partial patch matching of the patch \( P_\alpha \) with the patches from within the source such that the available pixels of the patch \( P_\alpha \) contribute to this matching. For a more closer matching a higher rank value is achieved and during error concealment the media restoration process is prioritized accordingly, based on the higher rank values. Because of different kinds of potential scaling, rotation, or other orientation possibilities several measure are needed to be considered and involved so as to have an improved matching model. Therefore, we take the potential factors into account by presenting a rotation, scale, and translation-invariant partial patch matching model which is capable not only to perform the partial patch matching but can also handle the outliers or the missing feature points during the course of patch matching and the corresponding rank evaluation.

Let for a pair of analogous vertices \((\alpha_o, \alpha_i)\) and \((\beta_o, \beta_i)\), the patches \( P_\alpha \) and \( P_\beta \) are related by \( Q \) and \( W \), where \( Q(\angle, D) \) contains the angle and the length of the vector linking the two components from distinct features, and \( W(rS, rO) \) contains the relative scale and orientation between two component features. The patch rank is computed by checking the compatibility of the patch \( P_\alpha \) with the patch \( P_\beta \) in terms of the scale, orientation, and the vector angle and the length. The details about the computation of the corresponding intermediate ranks based on these measures are presented as below.

The measure of the rank for the relative scales of the corresponding pair of features in the two patches \( P_\alpha \) and \( P_\beta \) is given by:

\[
\Delta S^{o,i} = 1 - \frac{|rS(\beta_o, \beta_i) - rS(\alpha_o, \alpha_i)|}{rS(\alpha_o, \alpha_i) + rS(\beta_o, \beta_i)}
\]

(4)

where \( rS(\circ, \bullet) \) represents the relative scale connecting the vertices \( \circ \) and \( \bullet \).

Let for the sake of simplicity we use the notation as,

\[
X(a_k, b_l) = X_{a_k, b_l}
\]

(5)

then (4) can be re-written in the simplified form as:

\[
\Delta S^{o,i} = 1 - \frac{|rS(\beta_o, \beta_i) - rS(\alpha_o, \alpha_i)|}{rS(\alpha_o, \alpha_i) + rS(\beta_o, \beta_i)}
\]

(6)

Similarly, the measure of the rank for the relative orientation within the pair of features is given by:

\[
\Delta O^{o,i} = 1 - \frac{|rO_{\beta_o, \beta_i} - rO_{\alpha_o, \alpha_i}|}{180}
\]

(7)

Fig. 1: The patch compatibility illustration in the spatial and the spatio-temporal domains
where \( \hat{O}(x) \) is used as the normalization function, to take into account the fact that the orientations are measured in a closed circle, as given by:

\[
\hat{O}(x) = \begin{cases} 
360 - x, & \text{if } x > 180 \\
x, & \text{otherwise} 
\end{cases} \tag{8}
\]

It is to be noted that apart from the rotation that each feature pair suffers from one patch to the other, the angle of vectors connecting the features in the corresponding patches is expected to be preserved. Therefore to find the best estimate for the angle in the corresponding patches we compute the two differences and take the minimum between these differences, as given by:

\[
\Delta \alpha_{o,i} = 1 - \frac{MIN(|\hat{O}(d\alpha_{o,i}^A), \hat{O}(d\alpha_{o,i}^B)|)}{180} \tag{9}
\]

where \( \hat{O} \) is the same normalization function, as given above, to keep the measurements within the closed circle, and the two differences \( d\alpha_{o,i}^A \) and \( d\alpha_{o,i}^B \) are given by:

\[
d\alpha_{o,i}^A = |\alpha_{o,i} - (rO_{\alpha_{o,i} + \alpha_{o,i}})| \tag{10}
\]

\[
d\alpha_{o,i}^B = |\alpha_{o,i} - (rO_{\beta_{o,i} + \beta_{o,i}})| \tag{11}
\]

Similarly, the measure of the rank for the relative estimate of the lengths of vectors is given by:

\[
\Delta \alpha_{o,i} = 1 - \frac{MIN(|d\alpha_{o,i}^A, d\alpha_{o,i}^B|)}{q_{o,i}^{\alpha}} \tag{12}
\]

where the terms appearing in (12) are given by:

\[
d\alpha_{o,i}^A = |\alpha_{o,i} - (rS_{\alpha_{o,i} \times D_{\alpha_{o,i}}})| \tag{13}
\]

\[
d\alpha_{o,i}^B = |\alpha_{o,i} - (rS_{\beta_{o,i} \times D_{\alpha_{o,i}}})| \tag{14}
\]

\[
q_{o,i}^{\alpha} = \begin{cases} 
D_{\alpha_{o,i}} + (rS_{\alpha_{o,i} \times D_{\alpha_{o,i}}}), & \text{if } d\alpha_{o,i}^A < d\alpha_{o,i}^B \\
D_{\beta_{o,i}} + (rS_{\beta_{o,i} \times D_{\beta_{o,i}}}), & \text{otherwise} 
\end{cases} \tag{15}
\]

Similar to the angle comparison and apart from the change in the scale from one patch to the other, the lengths of vectors connecting the two features in the corresponding patches should be preserved.

In order to compute a more unified compatibility measure and to find an overall rank value there are two possible approaches of combining all these intermediate rank values \( (\Delta S_{o,i}, \Delta O_{o,i}, \Delta \alpha_{o,i} \text{ and } \Delta D_{o,i}) \) together into a single quantity, as described and presented below. One approach is to combine them all additively through averaging, as given by (16), whereas the other way is to combine them multiplicatively, as given by (17). However, both approaches have their own pros and cons offering different levels of compromise. For example, if the final rank value is computed multiplicatively then the presence of a single null value can make the whole estimate zero. An alternative and a more conservative approach is via averaging. However, the risks involved in this approach are that some of the completely out of place features will be included too. In this way computation of the overall rank value will be directly affected, leading to a significant accuracy compromise.

In order to achieve an improved accuracy and to make the model as precise as possible we exclude the affect of the missing feature points by performing the outlier pruning. The outliers are interpreted as the missing feature points (such as noises) and we deal with them through the introduction of a wildcard feature, represented by the symbol “∗”. During the outlier pruning, we simply discard the feature pairings (marked with ∗’s) for which the computations cannot be performed based on the real image evidence. Therefore, when performing computations the outliers or the missing feature points marked with ∗’s are not taken into account. In this way, the overall rank values by using either the additive or the multiplicative case can respectively be given as follows.

\[
\text{rank}(\alpha_o) = \sum_{\forall \alpha, \beta \in 1, ..., N} \frac{\Delta S_{o,i} + \Delta O_{o,i} + \Delta \alpha_{o,i} + \Delta D_{o,i}}{N \times (N - 1)} \tag{16}
\]

\[
\text{rank}(\alpha_o) = [\prod_{\alpha = 1}^{N-1} \prod_{\beta = \alpha + 1}^{N} \Delta S_{o,i} \Delta O_{o,i} \Delta \alpha_{o,i} \Delta D_{o,i}]^{\frac{1}{N}} \tag{17}
\]

here \( \alpha_o, \alpha_1, \beta_o, \beta_1 \neq ∗, N \) is the number of analyzed patches, and the term \( \lambda \) in the exponent is the normalization term involving only the available feature pairings.

The typical intermediate rank values fall within the open interval \( (0, 1) \), i.e., for all of the intermediate rank values we have \( \Delta S_{o,i}, \Delta O_{o,i}, \Delta \alpha_{o,i}, \Delta D_{o,i} \in (0, 1) \). Furthermore, it is important to notice that for a better overall patch compatibility all of the intermediate ranks should assume higher values. However, as the number of analyzed patches in (17) increase, the final rank value tends to decrease exponentially towards zero. This is due to the reason that typically the intermediate rank values fall within the open interval \( (0, 1) \). This problem of fast rank decay can be handled by using the normalization wrapper \( \lambda \). This normalization term in the exponent involves only the total number of available feature pairings for which the computation can be performed on the real image evidence. We simply discard the feature pairings which have at least one wild card, since the computations can not be performed for these pairs. Thus the normalization term \( \lambda \) is computed as the difference of the total number of possible feature pairings and the total number of pairings involving outliers, i.e.,

\[
\lambda = a - b \tag{18}
\]

where we have,

\[
a = \text{total # of possible pairings} = \frac{N(N - 1)}{2} \tag{19}
\]

and

\[
b = \text{total # of pairings with } ∗ \text{'s} = \frac{nW(\alpha,\beta)[2N - nW(\alpha,\beta) - 1]}{2} \tag{20}
\]

Mathematically this term can now be re-written as:

\[
\lambda = \frac{N(N - 1)}{2} - \frac{nW(\alpha,\beta)[2N - nW(\alpha,\beta) - 1]}{2} \tag{21}
\]

where \( N \) is the number of the scene images analyzed and the function \( nW(\alpha,\beta) \) recognizes the total number of ∗’s found.
in either $\alpha$ or $\beta$, as given by:

$$nW(\alpha, \beta) = \sum_{i=1}^{N} \text{voidW}(\alpha_i, \beta_i)$$  \hspace{1cm} (22)

with

$$\text{voidW}(\alpha_i, \beta_i) = \begin{cases} 1 & \text{if any of } \alpha \text{ or } \beta \text{ is missing} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (23)

Since the affect of *’s can be avoided through outlier pruning therefore, as a matter of choice, we choose to use the multiplicative approach as given by (17).

**D. Error Concealment and Media Restoration**

After computing the fill order priorities, error concealment is started from the highest priority regions. In [9] and [10] authors performed the direct sampling of the source region and minimized the sum of squared difference (SSD) between the target and the source pixel intensity values. However, the neighborhood of $\Omega$ can also contain noise or missing feature points. Therefore, using all of the neighbours irrespective of whether they may contain noise or not, is not be a good choice and can yield undesired results. In order to avoid this situation we define a new weighted-SSD (WSSD) which not only takes into account the scattered outliers but can also handle the partial neighbours. While taking into account the partial neighbours and considering the scattered outliers, the WSSD for the two correspondingly available vertices $\hat{\alpha}_c$ and $\hat{\alpha}_i$, respectively belonging to two different compatible patches, is computed as follows.

$$d(P_{\alpha}^{\Omega}, P_{\beta}^{\Omega}) = \frac{\sum_{\hat{\alpha}_c \in P_{\alpha}, \hat{\alpha}_i \in P_{\beta}} C(\hat{\alpha}_c)C(\hat{\alpha}_i)[I(\hat{\alpha}_c) - I(\hat{\alpha}_i)]^2}{\sum_{\hat{\alpha}_c \in P_{\alpha}, \hat{\alpha}_i \in P_{\beta}} C(\hat{\alpha}_c)C(\hat{\alpha}_i)^2}$$  \hspace{1cm} (24)

For faster computations and plausible texture synthesis, we utilize the previously determined high rank patches. Finally we find the suitable substitute $P_{\alpha}^{\Omega}$ for $P_{\beta}^{\Omega}$ through minimizing the WSSD, by using the relationship:

$$P_{\alpha}^{\Omega} = \arg \min_{P_{\alpha}} d(P_{\alpha}^{\Omega}, P_{\beta}^{\Omega})$$  \hspace{1cm} (25)

**III. RESULTS AND DISCUSSION**

Under prior media segmentation assumption, our method follows a bootstrapping approach for automatic concealment of the visual errors by following an exemplar-based inpainting approach. The effectiveness of the proposed method has been tested for one image (Fruits) and the two videos [11]. The video-1 named “A new horizon” is sampled at the rate of 10 frames-per-second (fps), whereas the video-2 named “The great web of water” is sampled at the rate of 5 fps, by using a non-optimized implementation. In order to check the success of the proposed method, here the attention has been paid only to the error concealment part and the computational complexity and/or the performance related issues are not considered. The pre-segmented media and the error concealment results (for the fruits image, the frame 23 of the video-1, and the frame 164 of the video-2) are shown in Fig. 2, and presented in Table I.

From Fig. 2 it can clearly be seen that the visual error concealment results are not only perceptually plausible but the values for the peak signal-to-noise ratios (PSNRs) are also significantly improved, as presented in Table I.

A comparison of our scheme with the classical inpainting technique of Criminisi, Perez, and Toyama is also presented in Table II. The given results also show that our proposed method achieves a significant PSNR improvement resulting in a better

| Table I: PSNR improvement in the image and video error concealment |
|---|---|---|---|
| Description of the media | The size of error in the image or video frame measured in (in pixels) in # of pixels percentage (in db) | PSNR gain/improvement (in db) |
| Fruits image | 200 × 150 | 2,220 | 7.400 % | 18.028 |
| Video – 1 (@5 fps) | 352 × 240 | 6,594 | 7.805 % | 11.990 |
| Video – 2 (@10 fps) | 352 × 240 | 12,985 | 15.370 % | 13.829 |
TABLE II
COMPARISON BETWEEN THE ERROR CONCEALMENT RESULTS USING THE PROPOSED METHOD AND THE CLASSICAL EXEMPLAR-BASED INPAINTING METHOD OF CRIMINISI, PEREZ, AND TOYAMA [10]

<table>
<thead>
<tr>
<th>Description of the media</th>
<th>PSNR gain/improvement (in db)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed method</td>
</tr>
<tr>
<td>Fruits image</td>
<td>18.028</td>
</tr>
<tr>
<td>Video – 1</td>
<td>11.990</td>
</tr>
<tr>
<td>Video – 2</td>
<td>13.829</td>
</tr>
</tbody>
</table>

gain in comparison to their method.

It is also to be noted that the computational complexity can effectively be reduced and a good quality-performance balance can be achieved by: (a) a suitable selection of the patch size, depending upon the media at hand and varying from situation to situation; (b) limiting the number of compatibility measures in (16) or (17); and (c) the proper outlier pruning.

IV. Conclusion

This paper presents a novel and effective visual error concealment method, for the images and video, utilizing the principle of exemplar-based inpainting. For an error detected and pre-segmented media no intermediate user-interaction is required and the method follows a bootstrapping approach for the automatic concealment of the visual error. The presented RST-invariant partial patch matching model (with an inherent outlier pruning characteristic) ensures finding the robust exemplars for synthesis of the target missing regions. Furthermore, the computational burden can also effectively be reduced with an intelligent control and reduction of the search space. Consequently, a more realistic, perceptually plausible, and greatly improved (both quantitatively and qualitatively) error concealment is achieved. In addition to this, and beside error concealment, our method can also be used and realized for several other purposes and applications such as: disocclusion, visible watermark removal, object removal, image and video crack removal, visual scene editing, special effect creation, compression, etc.
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