Abstract—Linear convolutive filters are fast in calculation and in application, and thus, often used for real-time processing of continuous data streams. In the case of transient signals, a filter has not only to detect the presence of a specific waveform, but to estimate its arrival time as well. In this study, a measure is presented which indicates the performance of detectors in achieving both of these tasks simultaneously. Furthermore, a new subclass of linear filters within the class of filters which minimize the quadratic response is proposed. The proposed filters are more flexible than the existing ones, like the adaptive matched filter or the minimum power distortionless response beamformer, and prove to be superior with respect to that measure in certain settings. Simulations of a real-time scenario confirm the advantage of these filters as well as the usefulness of the performance measure.
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I. INTRODUCTION

For detection of signals in single data samples corrupted by Gaussian noise, linear filters, in particular the adaptive matched filter (AMF), have been proven to be powerful. Their performance is measured with respect to the probability of detection and of false alarm; see [1] for a performance analysis of the AMF and other filters. The AMF has been applied amongst others in radar and antenna systems [2]. In other applications, however, the incoming data stream does not consist of a few data samples, but of a continuous data stream, whereas the signal is present only in a few of the samples (transient signals). In this case, the signal must not only be detected, but also its arrival time must be estimated.

The research field of optimal simultaneous detection and estimation has been mainly initiated by the work presented in [3]. Based on this theory some detectors were developed [4]–[6], and most of these approaches rely on order statistics. In the work of [5], however, the authors mention, that in the case of long signals, linear convolutive filters prove to be superior to order statistics. Moreover, linear convolutive filters are computationally much more efficient, and thus, more suitable for real-time applications than order statistics.

This raises the question of which detectors should be used for the mentioned task, and how their performance should be compared. This study focuses in particular on the performance of linear filters, since they are easy to implement and are optimal in the class of linear transformations [7]. Although the performance of various detectors for transient signals was compared (see [8]–[10]), these studies compared only the detection performance and linear convolutive filters were rarely used for comparison.

Linear convolutive filters, in the following abbreviated simply by the term linear filters, are a convenient approach for the task of simultaneous detection and arrival time estimation of transient signals, and, thanks to their computational efficiency, suitable for real-time applications. For example, they are used for extracting information from bio-medical data [11]–[13] or in speech processing (see [14] for a survey).

However, to the knowledge of the authors, no work exists to date which would propose a measure assigning a performance to detectors with respect to their ability of simultaneously detecting the presence as well as estimating the arrival time of transient signals.

This work is organized as follows: In Sec. II-B the general optimization problem is presented to which linear filters are the solution. By modifying the optimization criteria, a new class of linear filters is derived. In Sec. II-C a measure of performance of detectors with respect to simultaneous detection and arrival time estimation is presented. In Sec. III-A different linear filters are compared with respect to this measure. The results from simulations in Sec. III-B agree with the theoretical findings and demonstrate the usefulness of these new filters and of the performance measure. The work is summarized and discussed in Sec. IV and a brief outlook on further research directions is given.

II. METHOD

A. Notation

A notation is used in which symbols for scalar quantities are represented by lower case letters, vectorial quantities are represented by bold lower case letters, and matrices are represented by bold upper case letters. A vector $\xi$ usually represents a set of sampled data points, the index set being \( \{ \xi_b, \ldots, \xi_b \} \). \( T_\xi \) denotes the dimension of the vector $\xi$, i.e. $T_\xi = 2b + 1$.

The symbol $\delta_y(x)$ denotes the usual Kronecker delta function, i.e. $\delta_y(x) = 1$, if $x = y$, and $\delta_y(x) = 0$ otherwise.

The noncyclic cross-correlation between two vectors $x$ and $y$ is denoted as $x \otimes y = z$, where $z_t = \sum_x x_t y_{t+1}$. It is $T_x = T_y + T_y - 1$.

The notion of variance is slightly abused by attributing the variance to a probability density function (pdf) $f(x)$ rather
than to a random variable $X$, i.e.

$$\text{Var}_f(x) := \text{Var}_f(x)(X) = \sum x^2 f(x) - \left(\sum x f(x)\right)^2. \quad (1)$$

**B. Linear convolutive filters**

The measured data $x_t$ is a continuously sampled data stream which is a linear mixture of a signal source and a noise source $\eta_t$. The signal is assumed to be sparse, i.e. consisting only of a short waveform $\xi$ at specific times. Formally, the data generating process is written as $^1$

$$x_t = \sum_\tau \nu_{t-\tau} \xi_\tau + \eta_t \quad (2)$$

The point process $\nu_t$ defines the times at which the waveform $\xi$ is present, and can be modeled for example by a Bernoulli process. The noise $\eta_t$ is assumed to be Gaussian, with zero mean and covariance matrix $C$ (not necessarily white). It is assumed that the amplitude distribution of $\nu_t$ as well as of $\xi$ does not change in time, hence, only the presence of the waveform and its arrival time has to be detected, but not its amplitude scaling. Further, it is assumed that the signal waveform $\xi$ is known, and, due to its sparseness, the noise covariance matrix $C$ can be estimated reliably.

A perfect detector should retrieve the underlying point process $\nu_t$, as, in this case, all signals were detected and all arrival times estimated correctly. In the following, the focus will be on detectors in the class of linear filters which minimize the quadratic response to the data, combined with a pointwise thresholding of the filter output. This class of filters has the advantage of having an analytical expression, which allows for fast calculation (see [15] for other classes of linear filters).

The optimization problem for this kind of filters is stated as follows:

$$f = \arg\min_f \left\{ ||l|^2 + \alpha f^\top C f \right\} \quad \text{subject to } f^\top \xi = 1 \quad (3)$$

where $l$ is the filter response to the waveform $\xi$, i.e. $l := f \ast \xi$. The optimization criteria can be understood intuitively: The first term demands response of the filter to the signal to be minimal, except for the correct arrival time, in which case the filter should respond with a well defined response of 1 (which is ensured by the optimization constraint). The response of the filter to noise segments should be minimal as well. Since the noise was assumed to be Gaussian and zero mean, one has to minimize $\text{Var}(f \ast \eta)$. A short calculation yields $\text{Var}(f \ast \eta) = f^\top C f$. The $\alpha$ parameter varies the ratio between minimization of the filter response to the signal and to noise.

The solution to the problem in Eq. 3 is given by

$$f = \frac{H^{-1} \xi}{\xi^\top H^{-1} \xi} \quad (4)$$

where the matrix $H$ is given by $H := \Xi + \alpha C$, and $(\Xi)_{k,l} := (\xi \ast \xi^\top)_{k-l}$. In the limit of $\alpha \to \infty$, the filter reduces to $f = C^{-1} \Xi \xi^\top C^{-1} \xi$, which is the classical adaptive matched filter (AMF), see [16], also called minimum variance distortionless response (MVDR) beamformer, or simply Capone beamformer [7], [17]. This detector will be referred to as the “no suppression filter”.

On the other hand, for a particular choice of $\alpha$ proportional to the occurrence frequency of the transient signal, the minimum power distortionless response (MPDR) beamformer is obtained [7]. This detector will be referred to as the “full suppression filter”.

The original optimization problem in Eq. 3 will be generalized in two ways:

1) Variable suppression matrix: Instead of either full suppression of the signal or no suppression at all, one can demand to suppress only specific shifts $i$ of the waveform. In this case $l$ is replaced by $M \cdot f$, where the suppression matrix $M$ is a diagonal matrix with $m_{i,i} = 1$ if the shift $(f \ast \xi)_i$ should be suppressed, and $m_{i,i} = 0$ otherwise.

2) Variable target function: In the original optimization problem the response of the filter to the template had to be minimal, i.e. the least square distance to zero. Instead, one can minimize the distance to an arbitrary function $s$, which is expressed by the substitution of $l$ with $s - l$.

Combining both variations 1) and 2) this leads to a modified optimization problem stated as

$$f = \arg\min_f \left\{ ||s - M \cdot f|^2 + \alpha f^\top C f \right\} \quad \text{s.t. } f^\top \cdot \xi = 1 \quad (5)$$

The solution to this modified optimization problem can still be obtained analytically.

**Proposition 1.** The solution to the optimization problem stated in Eq. 5 is given by

$$f = \left( G^{-1} - \frac{G^{-1} \Xi \xi^\top G^{-1}}{\xi^\top G^{-1} \xi} \right) \cdot (s \ast \xi)_{[-b,b]} + \frac{G^{-1} \xi}{\xi^\top G^{-1} \xi} \quad (6)$$

where $G := \Xi + \alpha C$, and $(\Xi)_{k,l} := \sum_i \sigma_i^2 \xi_{k+i} \xi_{l+i}$.

The proof is given in Appendix A. If $s = 0$ or $s_i = 0$ the first term in Eq. 6 disappears. Furthermore, if the suppression matrix $M$ is the identity matrix, $M = 1$, the original formula in Eq. 4 is obtained, whereas for $M$ being the zero matrix, $M = 0$, the no suppression filter is obtained.

**C. Performance measure**

The processing flow of a detector consists of two consecutive steps: filtering, and an application of a threshold $\gamma$ to the filter output. Hence, it is desired that after these two steps, the underlying point process $\nu_t$ in Eq. 2 is obtained. If one

$^1$Note that in [16] the filters were obtained under the constraint $f^\top C f = 1$ instead, however, in terms of detection performance the filters are equivalent. Also, we will still refer to this filter as the adaptive matched filter, even if the exact noise covariance matrix is known.
achieves the correct estimation of this point process, the signal has been detected and the arrival times retrieved successfully.

Since a signal consisting of a unique waveform without amplitude variations was assumed, one can restrict itself to the analysis of detection and arrival time estimation of the waveform itself. Therefore, the output of a perfect detector $D$ must always be $D(\xi + \eta) = \delta_0(x)$. As such, the perfect detector reconstructs the original point process $v_t$ for all possible thresholds. Hence, one would like to have a measure which indicates the closeness of a detector output to the $\delta_0(x)$ function. In contrast, the classical performance measure, which is the probability of detection $P_D$ (see e.g. [1]), only indicates whether the waveform was detected at all, but does not measure the closeness of the detection probability to the correct arrival time.

Based on these observations, the following measure of performance $P_{DE}$ for a fixed, but arbitrary threshold $\gamma$ for combined detection and arrival time estimation is proposed:

$$P_{DE} := \frac{\text{Var}_{1/2}(p(x)+\delta_0(x)) - \text{Var}_{1/2}(p(x)-\delta_0(x))}{\text{Var}_{1/2}(p(x)+\delta_0(x))}$$

where $\bar{p}(x)$ is a pdf for which $\text{Var}_{1/2}(p(x)+\delta_0(x))$ is maximal, i.e.

$$\bar{p}(x) := \arg\max_p \left\{ \text{Var}_{1/2}(p(x)+\delta_0(x)) \right\}.$$

$p(x)$ is a detector dependent pdf which is at each point $x$ in time proportional to the probability that the filter output is above the threshold $\gamma$, i.e.

$$p(x) := \frac{P_D(x)}{\sum_x P_D(x)}.$$

where $P_D(x)$ is the classical probability of detection. In the case of linear filters, one has $P_D(x) = \text{Prob}(f(x + \xi + \eta) \geq \gamma)$.

Two important properties of $P_{DE}$ are stated in the following propositions.

**Proposition 2.** In the case of a discrete pdf defined on the interval $[-a,a]$, $P_{DE}$ is given by

$$P_{DE} = 1 - \frac{2}{a^2} \text{Var}_{1/2}(p(x)+\delta_0(x)).$$

The proof is given in Appendix B. In contrast to Eq. 7, the expression in Eq. 9 no longer depends on the unknown quantity $\bar{p}(x)$, and thus, allows for calculation of the performance measure in real applications.

**Proposition 3.** $P_{DE}$ takes values in the interval $[0,1]$. The maximal value of 1 is attained if and only if $p(x) = \delta_0(x)$.

The proof is given in Appendix C. This last proposition establishes bounds on the range in which the values of $P_{DE}$ fall. A value close to 1 indicates a good performance, whereas a value close to 0 indicates a poor performance of the detector. Moreover, it states that only the perfect detector can achieve the best possible performance.

As in the calculation of the quantity $p(x)$ a normalization is involved in order to obtain a pdf (see Eq. 8), even a single small value exceeding the threshold will be normalized to a pdf. If the threshold is increased towards infinity, the measure will indicate a better and better performance, although the real probability of detection will become arbitrarily small. Hence, in contrast to the classical measures, one has to restrict the range of possible thresholds. A reasonable choice is to set $\gamma_{\text{max}} = \max \{ (f \ast \xi)_x \}$, and $\gamma_{\text{min}} = E[f \ast \eta]$. The upper threshold is justified by the fact that in the noise-free case, a threshold greater than the maximal value of the filter response to the waveform would lead to zero detections. The lower bound of the threshold is also justified, since a threshold below the average response to a noise segment would always lead to detection of the signal, except when the detector is meaningless.

### III. Results

#### A. Numerical Evaluation

The measure in Eq. 9 indicates performance of a filter for one fixed (but arbitrary) threshold $\gamma$. In order to assign an overall performance to a detector, however, a total measure is needed. As such, slightly modified receiver operating characteristics (ROC) and the area under these ROC curves (AUC) were used [18]. The $x$-axis of the ROC curve corresponded to the probability of false alarm $P_{FA}[1]$, i.e. the probability that a data segment containing only noise will be incorrectly detected as signal. Instead of $P_D$, the $y$-axis corresponded to the proposed $P_{DE}$ measure. According to the properties of $P_{DE}$ in Sec. II-C, a larger value of the AUC indicates a better performance of the corresponding filter.

In this evaluation setting, three different linear filters were compared, namely the no suppression filter, the full suppression filter and a particular case of the proposed filter class. The waveform of the signal had a length of $T_\xi = 7$, whereas the noise covariance matrix was set to $C = 0.025 \cdot 1$, resulting in a SNR of 14.0 db.

In the case of zero mean Gaussian noise the probability of detection is given by the expression

$$P_D(x) = 0.5 \cdot \left( 1 - \text{erf} \left( \frac{\gamma - \bar{x}}{\sqrt{2} \cdot \text{c}_f \cdot \text{c}_T} \right) \right),$$

where $\text{erf}$ denotes the standard error function, and $l(x) = (f \ast \xi)_x$. $P_{FA}$ is obtained by $P_{FA} = P_D(l(x) = 0)$. $P_{DE}$ was then calculated according to Eq. 9 with $a = 0.5 \cdot (T_\xi - 1) = 6$.

For a linear filter, the average response to zero mean noise is zero, i.e. $E[f \ast \eta] = 0$. It turned out that for this particular evaluation setting one has $\max \{ (f \ast \xi)_x \} = 1$ for all considered filters. Hence, the threshold $\gamma$ was varied in the interval $[0,1]$ (in steps of 0.002).

Recall, that the linear filters depend on the trade-off parameter $\alpha$, see Eq. 4 and Eq. 6. The AUC was computed for all $\alpha$ values starting from $\alpha = 0$ in steps of 0.005 up to a value for which the performance started to converge to the performance of the no suppression filter; see Sec. II-B for explanation. The results are shown in Fig. 1.

Although the filters attain their best performance at different $\alpha$ values (see Fig. 1), the proposed filter, called partial suppression filter, achieved the highest AUC.
B. Simulations

The results from the previous section indicate that partial suppression filters are advantageous in comparison to the full and no suppression filters. To verify this result in a realistic setting, Monte Carlo simulations were performed. In particular, a single simulation consisted of a data stream containing 1000 signal segments and twice as many noise segments. The identical waveform and also the same noise statistics as the ones described in the previous section were used. The implementation was realized in MATLAB®.

For performance comparison the previously calculated filters were used, with the α parameter set at specific values for which the respective filter achieved best performance (see Fig. 1).

As scope the area of realtime applications was chosen. In such a setting, at time t0 only data xt for precedent times t ≤ t0 are available. Nevertheless, the decision about signal presence has to be made already at time t0. Consequently, every threshold crossing is immediately accounted for a signal presence, and every detection, which does not correspond to the exact signal arrival time, is counted as a false positive detection (FP). Accordingly, only successful detections at the exact arrival time of a signal are counted as true positive detections (TP). By varying the threshold (in steps of 0.0025) the corresponding ROC curves were obtained, see Fig. 2.

For the assessment of the overall performance, the AUC was computed and considered only up to the smallest (common for all filters) relative FP value for which rel. TP = 1, in order to avoid redundant computations. The AUCs of all filters averaged over 10 independent simulations are shown in Tab. I, and the variance across the simulations was of the order of 10−7.

The partial suppression filter achieved the best score, followed by the full suppression filter and lastly the no suppression filter. This is the same ranking as predicted in Sec. III-A.

IV. DISCUSSION AND CONCLUSION

In contrast, the classical performance measure $P_D/P_{F_A}$ would not have predicted the correct ranking: $P_D = \text{Prob}[f^\top(\xi + \eta) \geq \gamma]$ is largest for the no suppression filter and smallest for the full suppression filter (and vice-versa for $P_{F_A}$).

To sum up, a measure was proposed which assigns a performance to a detector with respect to simultaneous detection and arrival time estimation of transient signals. Although the proposed measure is general and suitable for most detectors, the detector class of linear filters is of particular interest. In the popular sub-class of minimal quadratic response filters, the existing filters were modified by introducing a suppression matrix and a target function. The proposed filters have the advantage of still being analytically computable, but offer more flexibility than the existing filters. The widely used adaptive matched filter, the Capone filter and the minimum power distortionless response beamformer are all particular realizations within the proposed filter class.

In fact, the target function can be used in order to adjust the smoothness of the filter response. This might be helpful in cases when the post processing consists not just of a pointwise thresholding, but of a more complex operation; e.g. when the data contains more than one signal source and a simultaneous detection and classification task has to be performed [19], [20].

On the other hand, the suppression matrix allows for the selective suppression of specific filter responses. This can be useful for incorporating prior knowledge about the signal into the filter design, as for example a refractory period or dead time.

Using the proposed measure, two existing filters (AMF/MVDR and MPDR) were compared with a particular filter of the just proposed filter class. The measure indicated...
a favorable performance of the proposed filter, which was confirmed in simulations. In particular, the proposed filter was superior in a real-time detection and arrival time estimation task.

In the performed evaluation the target function and the suppression matrix were set manually. As an outlook for further investigations one might think of an online adaption scheme: The filtering is started with the classical adaptive matched filter, while in the background an optimization problem is solved, which aims at finding an optimal target function and suppression matrix. Once such a solution is found, the filter is adapted accordingly.

APPENDIX

A. Proof of proposition 1

The objective function of the optimization problem in Eq. 5 is convex and since the optimization constraint is linear, one can use the Lagrange multiplier method for solving it. The corresponding Lagrangian \( \mathcal{L} \) is given by

\[
\mathcal{L} = |s - M \cdot l|^2 + \alpha f^T C f + \lambda (f^T \xi - 1)
\]

where \( \lambda \) is the Lagrange multiplier. The derivatives in respect to \( f \) and \( \lambda \) can be calculated as

\[
\frac{\delta \mathcal{L}}{\delta f} = 2 \left( \sum_{\tau} m_{\tau, \tau} \xi_{\tau + \tau} \sum_{t} m_{t, \tau} \xi_{t + \tau} f_t - s_r m_{t, \tau} \xi_{t + \tau} \right) + 2\alpha \sum_{\tau} C_{t, \tau} f_t + \lambda \xi_t,
\]

\[
\frac{\delta \mathcal{L}}{\delta \lambda} = \left( \sum_{t} \xi_t f_t \right) - 1
\]

The calculation of the second derivatives leads to

\[
\frac{\delta^2 \mathcal{L}}{\delta f^2} = 2 \sum_{\tau} m_{\tau, \tau} \xi_{\tau + \tau} \xi_{\tau + \tau} + 2 \alpha C_{t, t},
\]

\[
\frac{\delta^2 \mathcal{L}}{\delta \lambda^2} = 0
\]

\[
\frac{\delta^2 \mathcal{L}}{\delta f \delta \lambda} = \xi_t
\]

The second derivatives of \( \mathcal{L} \) are independent of \( f \) and of \( \lambda \). Therefore, the Taylor expansion of the first derivative of \( \mathcal{L} \) around zero consists only of two terms and the solution can be obtained by solving

\[
0 = \begin{pmatrix}
-2 (s \times \xi)_{[-b, b]} \\
-1
\end{pmatrix} + \tilde{H} \cdot \begin{pmatrix}
f \\
\lambda
\end{pmatrix}
\]

(10)

where one defined

\[
(s \times \xi)_{[-b, b]} := \left( (s \times \xi)_{-b}, \ldots, (s \times \xi)_{b} \right)^T
\]

and

\[
\tilde{H} := \begin{pmatrix}
2 (\bar{\Xi} + \alpha \cdot C), \quad \xi \\
\xi^T, \quad 0
\end{pmatrix}
\]

and \((\bar{\Xi})_{k,l} := \sum_{\tau} m_{\tau, \tau} \xi_{k + \tau} \xi_{l + \tau} \).

Define \( G := \bar{\Xi} + \alpha \cdot C \). The inverse of \( \tilde{H} \) is then given by [21]

\[
\tilde{H}^{-1} = \begin{pmatrix}
\frac{1}{2} \left( G^{-1} - \frac{G^{-1} \xi G^{-1} \xi^T}{\xi^T G^{-1} \xi} \right) & \frac{G^{-1} \xi}{\xi^T G^{-1} \xi} \\
\frac{G^{-1} \xi}{\xi^T G^{-1} \xi} & \frac{1}{2} \frac{\xi^T G^{-1} \xi}{\xi^T G^{-1} \xi}
\end{pmatrix}
\]
The left multiplication of Eq. 10 with $\tilde{H}^{-1}$ yields the solution for $f$, which is given by

$$f = \left( G^{-1} - \frac{G^{-1}\xi^T G^{-1}}{\xi^T G^{-1}\xi} \right) (s \times \xi)_{[a,b]} + \frac{G^{-1}\xi}{\xi^T G^{-1}\xi}$$

\[\Box\]

### B. Proof of proposition 2

If one can show that $\text{Var}_{1/2}(p(x) + \delta_0(x)) = a^2/2$, the proposition simply follows from Eq. 7. It is

$$\text{Var}_{1/2}(p(x) + \delta_0(x)) = \text{Var}_{1/2}(p(x)) + \text{Var}_{1/2}(\delta_0(x)) = \text{Var}_{1/2}(p(x)) .$$

Strictly speaking $1/2 p(x)$ is not a pdf, but $\text{Var}_{1/2}(p(x))$ is still defined as in Eq. 1.

It is

$$\text{Var}_{1/2}(p(x)) = \sum_x x^2 p(x) - \left( \sum_x x p(x) \right)^2 \leq 1/2 \sum_x x^2 p(x) = 1/2 \text{Var}_q(x),$$

where $q$ is a pdf of a discrete random variable with zero mean. The variance of any pdf $q(x)$ on the interval $[a, b]$ is bounded by $a^2/2$. Hence, $\text{Var}_{1/2}(p(x)) \leq a^2/2$. Now, one can show that this upper bound is attained. Define $p(x) = 1/2(\delta_a(x) + \delta_0(x))$. Then, a straightforward calculation yields $\text{Var}_{1/2}(p(x) + \delta_0(x)) = a^2/2$. \[\Box\]

### C. Proof of proposition 3

It was already shown in the proof of proposition 2 that the lower bound is attained. It remains to show that the upper bound is attained, i.e. that $\text{Var}_{1/2}(p(x) + \delta_0(x)) = 0 \iff p(x) = \delta_0(x).$ \[\Box\]
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