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Abstract—This paper evaluates the performance of a novel algorithm for tracking of a mobile node, in terms of execution time and root mean square error (RMSE). Particle Filter algorithm is used to track the mobile node, however a new technique in particle filter algorithm is also proposed to reduce the execution time. The stationary points were calculated through trilateration and finally by averaging the number of points collected for a specific time, whereas tracking is done through trilateration as well as particle filter algorithm. Wi-Fi signal is used to get initial guess of the position of mobile node in x-y coordinates system. Commercially available software “Wireless Mon” was used to read the WiFi signal strength from the WiFi card. Visual C++ version 6 was used to interact with this software to read only the required data from the log-file generated by “Wireless Mon” software. Results are evaluated through mathematical modeling and MATLAB simulation.
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I. INTRODUCTION

Every mobile node has wireless sensors which have very limited resources, such as energy and communication bandwidth. They also have limited sensing and communication ranges. Therefore, the issues that are related to these limitations need to be investigated before using these sensors in a specific application.

In this paper, we focus on mobile node tracking using Wi-Fi signals from three Access Points (APs) that are deployed in an area of interest. Laptop is used as a mobile node and wireless Local Area Network (WLAN) card is used as a sensor which processes its raw observations. The non-linear, fluctuating natures of radio signals, and their sensitivity to interference, dead spots and reflection, are well known [1]-[3]. In a structured environment such as our test area, multi-path fading is also an issue [4]. Thus radio propagation is complex enough to render analytic models impractical. The observation model must be built empirically, by sampling from the environment.

Probabilistic techniques such as the Bayes filter [5] are an attractive option to cope with the uncertainty inherent in sensing and action, and allow us to perform global localization with no initial estimate of mobile node pose.

In the present work, we choose to represent the belief function associated with the mobile node’s pose by samples (or particles). A particle filter [6, 7] was chosen because of its ease of implementation [8] and fast real-time properties. The mathematical basis for our implementation of the particle filter is standard [8]. To reduce the hardware and computational complexity conventional particle filter algorithm is modified which will be discussed briefly in the next section.

The problem of mobile node localization has been studied in great depth. Research focusing on single-node localization with prior map knowledge includes [5, 9]. The problem of wireless signal-based localization indoors has been recently studied [10, 11] and is becoming particularly relevant given the recent proliferation of WiFi technology (particularly 802.11b). It is interesting to note that such technology could also be used to localize people using WiFi connectivity in a building. In fact, the robot localization problem is easier than the people-localization problem since it is possible to easily build a motion model for robots, and to equip them with motion sensors, which can use such a model. Previous attempts in WiFi-based localization have used data readings to model signal strength observations [10] as well as more general models that use the geometric properties of the indoor environment [11] together with knowledge about the wireless card and AP hardware characteristics. Our approach is similar to the approach in [10] in the use of a Bayes filter; however instead of using prior knowledge of signal-strength maps for all APs to construct the observation model, we have collected the data empirically and made the propagation model of the area. We incorporate a motion model into the localization estimate. We also explore the behavior of WiFi signal in the presence of different reflecting materials and objects. In one of the empirical methods studied in [11] for tracking wireless device users in a building, no Bayes filter was used and localization was performed by triangulation only. As more research effort is devoted to Wi-Fi location, it becomes increasingly important to compare algorithms fairly on common data sets taken under known conditions. The only previous effort in this regard of which we are aware is [12], which compared three different Wi-Fi location algorithms in a single-floor office building. The results revealed the behavior of the Wi-Fi signal, channel model and the performance of the filter. Our results show that accurate localization (*3 m) is achieved in most test cases and reasonable time is reduced for execution of the algorithm.

II. PROBLEM FORMULATION

We examine the problem of single mobile node localization using wireless signal strength as the only sensor available on the mobile node. Prior signal strength data are gathered on which the observation model is based. The mobile node starts with no idea about its location and moves about the environment guided by a human controller. The localization computation is done offline in the experiments reported here, but is fast enough for the technique to be adapted for online use. The stationary points were calculated through trilateration and finally by averaging the number of points collected for a specific time, whereas tracking is done through trilateration as well as particle filter algorithm.

A. Assumptions

We make a number of assumptions in our approach. The environment is assumed to be static with sparse activity if any,
Wireless AP signals in any given area of the environment are assumed to be time-invariant in the absence of interference and signal absorption by humans. We assume there are no large variations in signal strength over small distances. The robot is assumed to move in a smooth, continuous manner and is constrained to be somewhere in the area of interest. Observations are assumed to be independent. In the absence of a robot, the effect of human proximity was eliminated before accepting the data for modeling by rejecting the initial and final 10% samples at a point. We also neglected few outliers present in the area. In the light of these first-order assumptions, the results from experiments are quite encouraging.

B. The Particle Filter

Particle filter [7] is a practical algorithm to solve Bayesian probability problem, also named conditional density propagation condensation algorithm. The so-called particle, which is described as small-scale filter, can be considered a representative a point of the target’s state. The filter in this work, created in accordance to the tutorial about particle filter for mobile robots of Ioannis Rekleitis [13]. The presented algorithm basically tries many random poses to find the most suitable one. A particle is a pose associated with a weighing function. The weight of each particle is the measure of the quality of its pose estimate and such weights (the “quality” of each pose) are calculated using Bayesian reasoning.

The main objective of particle filtering is to “track” a variable of interest as it evolves over time, typically with a non-Gaussian and potentially multi model PDF. The basis of the method is to construct a sample-based representation of the entire PDF. A series of actions are taken, each one modifying the state of the variable of interest according to some model. Multiple copies (particles) of the variable of interest are used, each one associated with a weight that signifies the quality of that specific particle. An estimate of the variable of interest is obtained by the weighted sum of all particles. The particle filter algorithm is recursive in nature and operates in two phases: Prediction and Update. After each action, each particle is modified according to the existing model (prediction stage). Including the addition of random noise in order to simulate the effect of noise on the variable of interest. Then each particle’s weight is re-evaluated based on the latest sensory information available (update stage). At times the particles with (infinitesimally) small weights are eliminated, a process called resampling.

More formally, the variable of interest \((X^k = x^k, y^k, \theta)^k\) at time \(t=k\) is represented as a set of M samples \(S^k = \{X^k_j, W^k_j\}_j: j=1,2,3,...,M\) where the index “j” denotes the particle and not the mobile node, each particle consisting of a copy of the variable of interest and a weight \(W^k_j\) that defines the contribution of this particle to the overall estimate of the variable.

Given a particle distribution, actions need to be taken based on the mobile node’s pose. Three different methods of evaluation can be used in order to obtain an estimate of the pose. First the weighted mean can be used; second, the best particle \((the \ P_j \ such \ that \ w_j = max (w_k): k = 1..M)\) and, third, the weighted mean in a small window around the best particle (also called robust mean) can be used. Each method has its advantages and disadvantages. In this work, second method i.e. weighted mean has been used.

1) Prediction: In order to predict the probability distribution of the pose of the moving node after a motion there is a need to have a model of the effect of noise on the resulting pose. Many different approaches have been used, most of which use an additive Gaussian noise model for the motion. Any arbitrary motion \([\Delta x, \Delta y]^T\) can be performed as a rotation followed by a translation. Mobile node’s initial pose is given by \([\Delta x, \Delta y, \theta]^T\).

First mobile node rotates by \(\delta \theta = \bar{\theta}_k - \theta\) where \(\bar{\theta}_k = \arctan(\Delta y/\Delta x)\) to face the destination position, and then it translates forward by distance \(\rho = \sqrt{\Delta x^2 + \Delta y^2}\). If the starting pose is \([\Delta x, \Delta y, \theta]^T\), the resulting pose \([x', y', \theta_k']\) is given in (1).

\[
\begin{bmatrix}
x' \\
y' \\
\theta_k'
\end{bmatrix} = \begin{bmatrix} x + \rho \cos \theta_k \\
y + \rho \sin \theta_k \\
\theta_k
\end{bmatrix}
\]

(1)

2) Rotation: When mobile node performs a relative rotation by \(\delta \theta\) the noise from the odometry error is modelled as a Gaussian with mean \((M_{\text{rot}})\) experimentally established and sigma proportional to \(\delta \theta\). More formally, if at time \(t = k\) mobile node has an orientation \(\theta_j\) then after the rotation (time \(t = k + 1\)) the orientation of the mobile node is given by (2).

Therefore to model the rotation of \(\delta \theta\), the orientation \(\theta_j\) of each particle \(j\) is updated by adding \(\delta \theta\) plus a random number drawn from a normal distribution with mean \(M_{\text{rot}}\) and standard deviation \(\sigma_{\text{rot}} \delta \theta (N[M_{\text{rot}}, \sigma_{\text{rot}} \delta \theta])\), where \(\sigma_{\text{rot}}\) is in degrees per 360°.

\[
\theta_{k+1} = \bar{\theta}_k + \delta \theta + N(M_{\text{rot}}, \sigma_{\text{rot}} \delta \theta)
\]

(2)

3) Translation: Modeling the forward translation is more complicated. There are two different sources of error, the first related to the actual distance travelled and the second related to changes in orientation during forward translation. During the translation the orientation of the mobile node changes constantly resulting in a deviation from the desired direction of the translation. Such effect is called drift and we model it by adding a small amount of noise to the orientation of the mobile node before and after each step as well, if the intended distance is \(\rho\). The actual distance travelled is given by \(\rho\) plus some noise following a Gaussian distribution. Experimental results provide the expected value and the standard deviation for the drift and pure translation. Because it is very difficult to analytically model the continuous process, a simulation is used that discretizes the motion the K steps, where K is chosen to be low enough for computational efficiency but high enough in order to describe the effect of noise in forward translation.
If \([\sigma_{\text{translation}}, \sigma_{\text{drift}}]\) are experimentally obtained values per standard deviation, then at each step of the simulation the distance travelled used is given in (3) and (4).

\[
\sigma_{\text{ers}} = \sigma_{\text{translation}} \sqrt{k}
\]  
(3)

\[
\sigma_{\text{drift}} = \sigma_{\text{drift}} \sqrt{k/2}
\]  
(4)

4) **Weight Update**: In conventional Particle Filter every particle is assigned a particular weight as per the Euclidean distance from the point sensed by the sensor. Gaussian function is used for the purpose as given in (5).

\[
W = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(x-x_p)^2}{2\sigma^2}}
\]  
(5)

5) **Resampling**: It is depletion and replication phase and in this phase we replications the particle with greater weights and dropped the particles with lower weights, however overall the total number of the particles remain same. Finally, we compute the mean of the PDF to get the actual point or position of the mobile node at a particular instance as shown in Fig. 1.

**C. Proposed Method**

It is a simple method in which exponential and higher powers are avoided as in case of Gaussian weighting function. In this method we place a triangle with the center at origin as shown in Fig. 2. The sensed particle is placed at the middle and predicted particles are assigned weights according to the Euclidean distance from the sensed particle. Particle which is on the exact centre in other words at the exact point where the sensed particle is placed, will get the highest weight and the particle placed at the maximum distance i.e. at ‘X’ as shown in Fig. 2, will get minimum weight. All those particles which are out of range i.e. ‘X’, will be dropped or neglected as their contribution in formation of overall PDF is negligible. Mathematically triangulation weighting function is given in (6).

\[
W = 1 - \frac{|x'_s-x_p|}{x}
\]  
(6)

‘\(W\)’ is the weight, ‘\(x'_s\)’ is the sensed particle, ‘\(x_p\)’ is the predicted particle and ‘\(X\)’ is the range of weighting window used to normalize the weights.

**III. SYSTEM ARCHITECTURE**

The accurate positioning of a particular device is a major challenge. State-of-the-art wireless tracking technologies, such as wireless sensors and proprietary WLAN based sensors; typically require a costly dedicated network infrastructure. However, a 802.11 based tracking system, can be deployed without significant additional cost. Since many buildings are now rapidly deploying facility-wide 802.11 WLAN infrastructures, a WLAN based tracking approach would provide a cost-effective solution that takes advantages of their wireless infrastructure for tracking.

**A. Access Points APs**

A real-time system based on an existing 802.11 infrastructure is deployed in order to track WLAN tags. WiFi routers are used as APs. The first step of the deployment procedure is the data collection phase. Once the APs were established on known positions, the Received Signal Strength (RSS) values were collected from the APs as a function of the mobile node’s location and orientation. From the measurements, we noted that the RSS values at a given location vary significantly depending on the mobile Node’s position. Thus, RSS values were collected at a number of selected physical locations on the ground. After the data collection phase, the RSS values were imported into the positioning engine and processed to enhance the accuracy of location estimation. After constructing a database of RSS measurements, along with their known 2-dimensional locations and orientations, called Look-up table, the system can estimate mobile node’s position by comparing the measured RSS data to the known values in the Look up table or database. To reduce the computation cost, the search is performed only on some portion of the RSS measurements in the database. If mobile node’s previous location lies at a point \(P\), then the search space is limited to its neighboring points within the distance \(d\) from \(P\). These neighboring points are grouped into clusters based on their physical closeness. For each cluster, the most probable location of the mobile node is calculated based on the Euclidean distance of RSS measurements.

**B. WiFi Received Signal Strength Indicator (RSSI)**

Laptop is used as a mobile node to move around in the area illuminated by the APs. Commercially available software “wireless Mon” is used to read the WiFi signal strength from the WiFi card. It generates a log file in a particular file folder as per the path given to it with AP’s name, date, time and signal strength etc. A code, written in Visual C++ version 6, to interact with this software and read only required data from...
the log file so that the signal strength of each AP is acquired and is converted into distance with the help of Look up table.

C. Signal Propagation model of the Area

Collecting the RSS database empirically is performed by war-walking or war-driving. The process entails systematically measuring RSS data from the detectable AP’s over the area where localization is to be performed. Each RSS measurement is tagged with a location reference and stored as tuples of the form [RSS, Location]. The process of measuring the RSS’s is time consuming, however, it is essential for the calculation of the distance. There are two methods to calculate the distance, firstly, either by making a lookup table mentioning the distance against the RSS basing on the empirical data collection and secondly, a model by comparing and observing the relationship between the theoretical and empirical data i.e. the theoretical value of the distance calculated by the mathematical equations with the change of RSS by increasing the distance. By using these distances and already known APs location with the help of trilateration method, the location of mobile node is calculated.

D. Trilateration

In this paper trilateration approach is proposed to determine the position (two dimensional locations: X and Y Coordinates) of a mobile node using received signal strength indicator (RSSI), received from a fixed set of access points with known locations. The proposed algorithm employs the Particle Filter to generate a better estimation of RSSI and of the distance calculated from RSSI.

In this phase the distance between mobile device and access point (AP) is estimated based on the signal strength received by the device. The power of the transmitted signal from the AP is different from that received at the mobile device, due to attenuation and other factors. The received signal strength indicator (RSSI) of an AP at a location is an indicator of how strong the signal from that access point is at that location.

A node \(N\) has determined the distances from itself to each of the other nodes are \(a_r, b_r, c_r\), and so on. The trilateration problem is to find the coordinates of node \(N = (x_N, y_N)\) from the given information. Calculations of coordinates \(X\) and \(Y\) is given by (7) and (8).

\[
x_{\text{tril}} = \frac{x_a + x_b}{2} - \frac{(x_b-x_a)(x_b^2-x_a^2)}{2d^2} + \frac{x_a - x_b}{2d^2} \sqrt{(d^2 - (r_a - r_b)^2)}
\]

\[
y_{\text{tril}} = \frac{y_a + y_b}{2} + \frac{(y_b-y_a)(y_b^2-y_a^2)}{2d^2} - \frac{x_b - x_a}{2d^2} \sqrt{(d^2 - (r_b - r_a)^2)}
\]

IV. RESULTS

The objective was to simulate the process that depicts a reasonable level of accuracy in order to comprehensively test the proposed methodology in real-time scenario. It was also necessary to maintain a certain degree of realism while ensuring the possibility of occurrence of worst case scenario without design. Accordingly, maximum randomness was incorporated in throughout the process, whereas randomness was within the bounds of the MATLAB software used.

The system used for achieving the results given is DELL Inspiron mini-10 laptop with genuine Windows XP SP2; having a 1 GB of RAM and an Intel Atom processor running at 1.6 GHz. MATLAB was used to carry out simulations and Microsoft Visual C++ version was 6.0.

A. Track Generation

A path of a mobile node is generated by using random data. In initial tests, 100 points are taken. The resultant Path is plotted in a curve form and is shown in Fig. 4.

B. Tracking using Gaussian weighting function

This is an existing method for giving weights to each predicted particle as per the Euclidean distance from the sensed particle, in conventional particle filter algorithm. In this method Gaussian expression is used (5) for the calculation of the weights of each predicted particle. The result with Gaussian weighting function is shown in Fig. 5. Red ‘*’ shows the original path of the mobile node generated using synthetic
data, and blue ‘o’ shows the output of the particle filter algorithm with Gaussian weighting function.

In case of Particle Filter (PF) we need to assign weights to each particle for the estimation of a single location. In our proposed system, there are about one thousand particles in each estimate. Gaussian window method is used for assigning weights, whereas triangular weighting function is proposed in this work to reduce the computational complexity. Triangular weighting function requires comparatively lesser execution time than Gaussian weighting function, at the cost of a slight increase in RMSE.

V. CONCLUSION

In this research work, a filtering algorithm is presented for the localization of mobile node, without any constraint or assumption about the node mobility model. Our approach relies on an analytical evaluation of the perturbation of the received signal strength from IEEE 802.11 access points. Based on signal strength measurements, the algorithm aims to correct the estimated node position in real time. The proposed method has the advantage of being based on analytical calculations, which gives closed formulas for the position estimates. Therefore, the implementation of the algorithm is simple and suitable for nodes of limited computational power, while still sufficiently accurate for use in indoor or outdoor environments. The performance of the proposed algorithm is evaluated with numerical simulations. The results highlight that proposed algorithm results in lower execution time at the cost of a slight increase in RMSE.
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